
Solving Difficult Game Positions





Solving Difficult Game Positions

PROEFSCHRIFT

ter verkrijging van de graad van doctor
aan de Universiteit Maastricht,

op gezag van de Rector Magnificus,
Prof. mr. G.P.M.F. Mols,

volgens het besluit van het College van Decanen,
in het openbaar te verdedigen

op woensdag 15 december 2010 om 14.00 uur

door

Jahn-Takeshi Saito



Promotor: Prof. dr. G. Weiss
Copromotor: Dr. M.H.M. Winands

Dr. ir. J.W.H.M. Uiterwijk

Leden van de beoordelingscommissie:
Prof. dr. ir. R.L.M. Peeters (voorzitter)
Prof. dr. T. Cazenave (Université Paris-Dauphine)
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Chapter 1

Introduction

This thesis is in the field of games and Artificial Intelligence (AI). It has long been
claimed, that games are an indicator of or even a precondition to culture (Huizinga,
1955). Humans participate in games not only to satisfy their desire for entertain-
ment but also because they seek an intellectual challenge. One obvious challenge
in games is defeating the opponent(s). The AI equivalent to this challenge is the
designing of strong game-playing programs. Another challenge in games is finding
the result of a game position, for instance whether a Chess position is a win or a
loss. The AI equivalent to this challenge is the designing of algorithms that solve
positions. While game-playing programs have become much stronger over the years,
solving games still remains a difficult task today and has therefore been receiving
attention continuously. Throughout the thesis, we are interested in this difficult task
of solving game positions. The following chapters present algorithms that are based
on recent research in the field of search algorithms. In particular, the thesis extends
recent developments in Monte-Carlo search for the task of solving. Moreover, open
questions of Proof-Number Search for solving are addressed. To that end, the here
described research contributes and tests new search algorithms.

This chapter introduces the basic notion of solving and gives the problem state-
ment and four research questions guiding our research. Section 1.1 summarizes the
relevance of games for AI. Section 1.2 discusses the concept of solving games and
game positions. Section 1.3 formulates the problem statement and gives four re-
search questions. Section 1.4 completes the introduction by presenting the structure
of this thesis and the relationship between chapters and research questions.

1.1 Games and AI

Since the early days of AI, games have served as a testing ground for measuring
the progress of the field. Two founding fathers of the discipline, Shannon (1950)
and Turing (1953), were among the first to describe Chess-playing programs. Ever
since, progress has been steady. Programs have improved and nowadays play a broad
range of games stronger than humans. An event illustrating the progress of playing
strength is the defeat of the human World Champion Gary Kasparov by the Chess
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program Deep Blue. On May 11, 1997 Deep Blue won a six-game match by two
wins to one with three draws. This outcome was recognized as a historic victory for
AI (DeCoste, 1998).

The number of games in which humans can easily defeat the best game-playing
program is declining. An example of this trend is computer Go. The game of Go
had been one of the remaining challenges in which the human player had still been
clearly superior to the programs. However, the recent past has witnessed the rise
of the Monte-Carlo Tree Search framework (Coulom, 2007a; Kocsis and Szepesvári,
2006). It has helped closing the competitive gap between man and machine (Chaslot,
2008).

Allis, Van den Herik, and Herschberg (1991) suggest categorizing games based on
the strength of available programs. The five suggested categories are: (1) amateur-
level games, (2) grand-master-level games, (3) champion-level games, (4) over- cham-
pion games, and (5) solved games. The categories (1) to (4) relate the strength of
the programs to the strength of human players. For instance, an amateur-level game
is a game in which the strongest available program plays at human amateur level.
Category (5), solved games, is not defined in relation to human strength. A game is
solved if its game-theoretic value has been calculated (e.g., win for the first player)
assuming both players play optimally.

The advance of AI research has resulted in a growing number of over-champion
games including the above-mentioned Chess. Although many games have been
solved, solving games has remained challenging (Van den Herik, Uiterwijk, and Van
Rijswijck, 2002). For some games researchers therefore solved smaller versions, e.g.,
5× 5 Go (Van der Werf, Van den Herik, and Uiterwijk, 2003), 6× 6 Lines of Action
(LOA) (Winands, 2008), and 8× 8 Hex (Henderson, Arneson, and Hayward, 2009).
Even solving mate positions in games such as Chess or Shogi still poses a hard
problem today. This thesis deals with search techniques for addressing this problem.

1.2 Solving Games and Game Positions

Solving is finding the game-theoretic value of a given game position. Some games,
such as Hex (Nash, 1952) and Nim (Bouton, 1902), can be solved by a theoretic
proof. Many other games cannot be solved in this way. Solving the latter games
requires search. Search for solving is described in detail in Chapter 2. We call an
algorithm describing how to find a game-theoretic value of a game position a solving
algorithm. A solver is an implementation of a solving algorithm.

Different degrees of solving have been distinguished by Paul Colley and Donald
Michie (Allis, 1994). The degrees form a hierarchy in which the minimal solution is
called ultra weak and the maximal solution is called strong. The hierarchy of solving
games is as follows (Allis, 1994).

Ultra-weakly solved. For the initial position(s), the game-theoretic value has
been determined. Crucially, the proof is not necessarily constructive, i.e., it
does not have to provide a strategy of optimal play. A famous example of an
ultra-weakly solved game is Hex (Nash, 1952).
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Weakly solved. For the initial position(s), a strategy has been determined to ob-
tain at least the game-theoretic value of the game for both players under rea-
sonable resources. Examples of weakly solved games include Qubic (Patashnik,
1980), Go-Moku (Allis, Huntjes, and Van den Herik, 1996), Nine-Men’s Morris
(Gasser, 1996), various k -in-a-row games (Uiterwijk and Van den Herik, 2000),
Domineering (Breuker, Uiterwijk, and Van den Herik, 2000), Renju (Wágner
and Virág, 2001), 5 × 5 Go (Van der Werf et al., 2003), Checkers (Schaef-
fer et al., 2007), and Fanorona (Schadd et al., 2008).

Strongly solved. For all legal positions, a strategy has been determined to obtain
the game-theoretic value of the position, for both players, under reasonable
resources. Examples of recently strongly solved games include Kalah (Irving,
Donkers, and Uiterwijk, 2000), Awari (Romein and Bal, 2003), and Connect
Four (Tromp, 2008).

When solving an arbitrary game position (as opposed to only regarding initial
positions), the three degrees of solving can be adopted trivially as follows. A non-
initial position can be thought of as the initial position of a derived game. All rules
of the derived game except those determining the start position are the same as in
the original game. We call a position weakly solved if the derived game is solved
weakly. Under this notion, a solving algorithm is a method for solving games or
game positions weakly.

Solvers for positions of two-player games with perfect information such as Go
(Wolf, 1994; Kishimoto and Müller, 2005a; Wolf and Shen, 2007), and Shogi (Tak-
izawa and Grimbergen, 2000; Nagai, 2002) have been available for a long time. The
earliest solvers were mate solvers for Chess. Two of the earliest solvers deserve men-
tioning here. In 1912, the Spanish engineer Torres y Quevedo presented an electro-
mechanic automaton called El Ajedrecista (“the Chess player”) which was able
to solve one kind of King-Rook-King endgames (Bell, 1978) with the constraint of
occasional mechanical failure. About 40 years later, in 1951, Prinz programmed the
Manchester-Mark I in order to solve mate-in-two endgame problems.

Already in 1985, Grottling (1985) compared the performance of several mate
solvers on Chess problems. As pointed out by Lindner (1985), the Chess problem
is characterized by the following three attributes: (1) it has a solution (normally a
checkmate), (2) the solution is reachable in a fixed number of moves, and (3) the
first move is required to be unique. A mate-in-n problem is furthermore constraint
by the fact that no refutation is possible which prolongs the game beyond n moves.

Besides two-player games with perfect information, several researchers provided
solving algorithms for two-player games with imperfect information. Sakuta and Iida
(2000) solved positions for the imperfect-information game of Screen Shogi. Simi-
larly, Ferguson (1992) was able to solve the KBNK ending in the game of Kriegspiel.
Bolognesi and Ciancarini (2003) successfully solved more demanding endgames of
Kriegspiel by considering extensive search spaces given by meta-positions, i.e., col-
lections of possible positions deducible from observations with limited information.

The solving algorithms we are studying in this thesis are search algorithms. They
can be distinguished into forward search and backward search (Schaeffer et al., 2007).
Forward search expands a search tree or search graph from a given position and
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gradually searches deeper until all subtrees are solved. Backward search starts by
considering the game-theoretic values for all terminal positions. Then, the values for
all positions directly preceding terminal positions are calculated. Next, the values
for the preceding positions are calculated and so on. This information is stored as
an endgame database. In this way, the search tree is built bottom up until the
game-theoretic value of the initial position has been found. The most common
backward-search technique for creating an endgame database is retrograde analysis
(Ströhlein, 1970). While some games like Go are not suitable for endgame databases
due to the overwhelming number of terminal positions, other games such as Chess
(Thompson, 1986; Nalimov, Haworth, and Heinz, 2000) are more suitable because
their state space is converging (Allis, 1994). For such games, including Checkers
(Schaeffer et al., 2007) and Fanorona (Schadd et al., 2008), it is possible to combine
forward and backward search by expanding a search tree up to a certain depth at
which an endgame database provides the game-theoretic value.

Forward search commonly applies heuristic knowledge to solve a game, but it is
also possible to combine search and analytical proofs. An analytical proof provides
perfect knowledge which the search algorithm can exploit for solving. In this way,
Bullock (2002) solved Domineering on large board sizes up to 10× 10 by supplying
perfect knowledge in an evaluation function. Similarly, Allis (1988) provided a rule-
based approach to solving Connect Four. Hayward, Björnsson, and Johanson (2005)
solved 7× 7 Hex with perfect knowledge of virtual connections. More recently, Wu
and Huang (2006) and Chiang, Wu, and Lin (2010) solved k -in-a-row games by
combining analytical proofs with search algorithms.

1.3 Problem Statement and Research Questions

The previous section reflected on solving games and game positions by computer
programs. This is exactly the topic of the thesis. The game positions studied in
this thesis generalize from the narrow definition of mate-in-n for Chess problems.
Throughout this thesis and if not stated otherwise explicitly, the games considered
are deterministic turn-taking adversarial games with perfect information. We con-
sider any position of a game for solving. In most cases, we do not know a game
position’s outcome (win or loss) or the exact depth of the solution. Moreover, the
solution is not required to have a unique best move.

While much effort has been put into αβ search (Knuth and Moore, 1975), this
thesis investigates solving games with Monte-Carlo search techniques (Abramson,
1990; Brügmann, 1993; Bouzy and Helmstetter, 2003; Coulom, 2007a; Kocsis and
Szepesvári, 2006) and Proof-Number Search (Allis, Van der Meulen, and Van den
Herik, 1994). In particular, we test new forward-search algorithms on the games of
Go, LOA, and Rolit. The following problem statement (PS) guides our research.

PS How can we improve forward search for solving game positions?

We give four research questions to address the problem statement. The context of
the four research questions is the current research in game-tree search in general and
two current aspects in particular, namely: (i) the recent progress in Monte-Carlo
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search techniques for game-playing programs, and (ii) open questions in applying
Proof-Number Search variants to solving difficult game positions. The four research
questions deal with (1) Monte-Carlo evaluation, (2) Monte-Carlo Tree Search, (3)
parallelized search, and (4) search for multi-player games.

RQ 1 How can we use Monte-Carlo evaluation to improve Proof-Number Search for
solving game positions?

The recent past in the game-tree search domain has witnessed graspable advances
by applying Monte-Carlo evaluation (Abramson, 1990; Brügmann, 1993; Bouzy and
Helmstetter, 2003). RQ 1 inquires in how far Proof-Number Search can exploit this
development.

RQ 2 How can the Monte-Carlo Tree Search framework contribute to solving game
positions?

Based on Monte-Carlo evaluation, Monte-Carlo Tree Search (MCTS) (Kocsis and
Szepesvári, 2006; Coulom, 2007a) has seen many successes in the past few years. RQ
2 asks how these successes can be exploited for solving. In particular, the question
calls for investigating how game-theoretic values can be propagated in the search
tree of MCTS.

RQ 3 How can Proof-Number Search be parallelized?

So far, only a small amount of research treated the issue of parallelizing Proof-
Number Search (Kishimoto and Kotani, 1999; Kaneko, 2010). To answer RQ 3, we
propose a way to parallelize Proof-Number Search by randomization.

RQ 4 How can Proof-Number Search be applied to multi-player games?

Most solving algorithms are designed to solve two-player games. RQ 4 addresses
a generalization of solving beyond the two-player limit (Luckhardt and Irani, 1986;
Korf, 1991; Sturtevant and Korf, 2000). The thesis proposes to extend Proof-Number
Search for multiple players. In doing so, we address the problem of defining what
solving means in the context of games with more than two players.

1.4 Outline of the Thesis

This thesis is organized in seven chapters. Chapter 1 gives a general introduction
to the topic of this thesis, solving games, and presents the problem statement and
four research questions that guide the research. Chapter 2 establishes the termi-
nology used throughout the remainder of the thesis and surveys existing search
algorithms. In particular, it explains Monte-Carlo search techniques and variants of
Proof-Number Search in detail.

Each of Chapters 3, 4, 5, and 6 answers one of the four research questions and
thereby addresses the problem statement of this thesis. Chapter 3 describes how
Monte-Carlo evaluation can be combined with Proof-Number Search to form an
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algorithm called MC-PNS. We test MC-PNS on Go problems. The chapter provides
an answer to RQ 1. Chapter 4 answers RQ 2 by showing how Monte-Carlo Tree
Search can be transformed into a solving algorithm called MCTS Solver. The solver
is tested on LOA positions. Chapter 5 addresses RQ 3 and describes a parallelization
of PNS which is based on randomization. The resulting parallel algorithm is called
RP–PNS. RP–PNS and its two-level variant RP–PN2 are tested on LOA positions.
Chapter 6 focuses on solving multi-player games and therefore supplies an answer
to RQ 4. We propose an adaptation of PNS for multi-player games. The resulting
algorithm, Paranoid Proof-Number Search, is tested on the game of Rolit, a multi-
player version of Othello (Reversi).

Chapter 7 concludes the thesis by reviewing the results of the preceding chapters
and relating them to the problem statement and the four research questions, and
gives recommendations for future research. The appendix contains the rules for the
games of Go and LOA.



Chapter 2

Basics of Game-Tree Search
for Solvers

This chapter is partially based on the following two publications.1

1. J-T. Saito, G.M.J.B. Chaslot, J.W.H.M. Uiterwijk, and H.J. van den Herik. Monte-
Carlo Proof-Number Search. In H.J. van den Herik, P. Ciancarini, and H.H.L.M.
Donkers, editors, Computers and Games - 5th International Conference (CG ‘06),
volume 4630 of Lecture Notes in Computer Science, pp. 50–61. Springer, Berlin,
Germany, 2007.

2. J-T. Saito, M.H.M. Winands, J.W.H.M. Uiterwijk, and H.J. van den Herik. Group-
ing Nodes for Monte-Carlo Tree Search. In M.M. Dastani and E. de Jong, ed-
itors, Proceedings of the 19th Belgian-Dutch Conference on Artificial Intelligence
(BNAIC ‘07), pp. 276–283. Utrecht University Press, Utrecht University, Utrecht,
The Netherlands, 2007.

The solving algorithms presented in the later chapters require a basic under-
standing of standard search techniques. The aim of this chapter is to provide an
overview of search techniques related and relevant to solving. To this end, we intro-
duce basic concepts and give notational conventions applied throughout the thesis.
We then devote particular detail to two topics: (1) proof-number algorithms (Allis,
1994; Van den Herik and Winands, 2008), and (2) Monte-Carlo techniques (Abram-
son, 1990; Kocsis and Szepesvári, 2006; Coulom, 2007a). Proof-number algorithms
are stressed because they are well-studied standard techniques for solving. The rea-
son for paying particular attention to Monte-Carlo techniques is that they can also
be used for solving positions (cf. Zhang and Chen, 2008; Winands, Björnsson, and
Saito, 2008).

This chapter is organized as follows. Section 2.1 introduces the basic concepts
of game-tree search as well as the notational conventions required for describing

1 The author is grateful to Springer-Verlag and Utrecht University Press for the permission to
reuse relevant parts of the articles.
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solving techniques. Section 2.2 introduces the family of proof-number algorithms.
Section 2.3 gives an overview of Monte-Carlo techniques relevant for Monte-Carlo-
based solvers which are described in detail in Chapter 4. Section 2.4 concludes the
chapter by relating the search techniques introduced in this chapter to the techniques
presented in the following chapters.

2.1 Game-Tree Search

This section describes game-tree search. Subsection 2.1.1 introduces basic con-
cepts of game-tree search. Subsection 2.1.2 describes the search tree and three
common search methods. Subsection 2.1.3 explains transposition tables and the
Graph-History-Interaction problem; the latter is relevant to Section 2.2.

2.1.1 Game Tree

A game tree is an explicit representation of the state space for turn-based games.
The nodes of the tree represent positions, the edges represent moves. The node
representing the initial position is the root. A node is terminal if its corresponding
position is an end position according to the rules of the game. Terminal nodes have a
game-theoretic value according to the rules of the games, e.g., win or loss. A node’s
immediate successor is called a child. Analogously, a node’s immediate predecessor is
called its parent. Any node may have zero or more children. The root has no parent.
All other nodes have exactly one parent. An internal node is a node that has a child.
A node is fully expanded by generating all of its children. A node without children
is called a leaf. A successor of a node P is recursively defined as either (1) a child of
P, or (2) a child of a successor of P. Analogously, a node P is called predecessor of
another node S if S is a successor of P. A path to L is the set of all predecessors of
L.

A game tree is generated by first fully expanding the root and then repeatedly
expanding all non-terminal nodes until all leaves are terminal. The game-theoretic
value of the game is the value of the initial position under optimal play by both
players. The game-theoretic value can be found by observing the game tree.

The depth of the root is zero. For non-root nodes the depth is the one-increment
of the depth of the parent.

2.1.2 Search Tree

Often a game tree is too large to be fully expanded in practice. Instead, a search
tree can be considered. The search tree is part of the game tree. It can be used for
finding a solution for two purposes. The first purpose is finding the game-theoretic
value of the initial position. The second purpose is finding the best move given
constraints on time or space.

A search tree is developed starting from the root according to a search method.
Search methods are often guided by an evaluation function. Evaluation functions
estimate the game-theoretic value of a game position (Pearl, 1984) by assigning a
heuristic value to a game position.
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We distinguish three kinds of search methods: (1) breadth-first search, (2) depth-
first search, and (3) best-first search. We shall briefly describe each of them.

Breadth-first search first expands the root node. Next, it expands all non-
terminal leaves at depth 1. Then all non-terminal leaves at the next depth are
expanded. This process is repeated incrementally until a solution is found. Thus,
siblings are expanded before children. Breadth-first search always finds a solution
with the shortest path, if there is any, but typically requires too much memory in
practice.

Depth-first search first expands the root. Next, one of its children is selected
for expansion. If the selected node is not terminal, the node is expanded. Then
again one of the newborn children is selected for expansion and so forth. If a child
is a terminal, one of its siblings is chosen for further investigation. If all children
have been investigated, one of the parent’s siblings is chosen and so forth. In this
manner, children are expanded before siblings. Depth-first search requires relatively
little memory. In practice it is able to find solutions quickly when an evaluation
function is used. A disadvantage is that the search method often spends much time
in subtrees not contributing to finding a solution. αβ search (Knuth and Moore,
1975) is an instance of depth-first search that uses an evaluation function in the
leaves.

Best-first search aims at combining the advantages of breadth-first and depth-first
search. Best-first search iterates a loop that consists of two steps: (1) a heuristic
is employed to find the most-promising node which is a leaf in the tree; (2) the
most-promising leaf is expanded. The loop is repeated until a solution is found. A
disadvantage of best-first search is that it stores the whole search tree in memory.
Examples of best-first search are Proof-Number Search (Allis et al., 1994) and MCTS
(Kocsis and Szepesvári, 2006; Coulom, 2007a).

2.1.3 Transposition Tables and the GHI Problem

Search trees may grow large in practical applications. To reduce the size of a search
tree, transposition tables are used to store the results of a searched position (Green-
blatt, Eastlake, and Croker, 1967; Breuker, 1998). Transposition tables exploit the
fact that nodes representing the same game positions may occur multiple times in
the same search tree. More precisely, a transposition table is a table that maps a
game position to some data relevant for that position. Transposition tables may
encounter difficulties in games that allow reaching the same position by different
paths.

As pointed out by Breuker (1998) two difficulties can arise because of the different
paths. (1) A position may actually be illegal. For instance, in Go a move may violate
a repetition rule when reached via a certain path but not when reached via another
path. This is called the move-generation problem. (2) A position may be assigned
a wrong game-theoretic value. For instance, in Chess a position may be a draw by
the three-fold repetition rule. This is called the evaluation problem. Both problems
are collectively referred to as the Graph-History-Interaction problem (GHI problem,
Palay, 1983; Campbell, 1985).
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2.2 Proof-Number Algorithms

As noted above, depth-first search and best-first search are more relevant to practical
applications than breadth-first search. Arguably the strongest contribution that
depth-first search made to solving is by αβ. Many games were (partially) solved
by iterative-deepening αβ. Among them are Checkers (Schaeffer et al., 2007) and
small Go boards (Van der Werf et al., 2003; Van der Werf and Winands, 2009). Two
instances of best-first search that are particularly relevant for solving are Proof-
Number Algorithms and Monte-Carlo Tree Search. Proof-Number Algorithms are
presented in this section and Monte-Carlo Tree Search in Section 2.3.

Since the invention of Proof-Number Search (PNS) (Allis et al., 1994) in the 1990s
a family of PNS variants evolved. These variants have been successfully applied to a
variety of domains including Othello (Nagai, 2002), Shogi (Seo, Iida, and Uiterwijk,
2001; Nagai, 2002), Tsume-Go (Kishimoto and Müller, 2003), and LOA (Winands,
Uiterwijk, and Van den Herik, 2004). We call the family of algorithms that are
variants of PNS, proof-number algorithms. All of them have two things in common:
(1) they are solving algorithms for binary goals (proving, e.g., win or no win), and
(2) they rely on the concept of proof number.

This section gives a detailed account of proof-number algorithms. Subsection
2.2.1 describes the basic PNS algorithm. Subsection 2.2.2 discusses five proof-number
algorithms. Subsection 2.2.3 explains how the performance of different proof-number
algorithms compares and Subsection 2.2.4 introduces three enhancements.

2.2.1 Proof-Number Search

Proof-Number Search (PNS) by Allis et al. (1994) is the most basic proof-number al-
gorithm. All other variants of proof-number algorithms are descendants of PNS. This
subsection describes the PNS algorithm. We do so in four parts: (A) Conspiracy-
Numbers Search, (B) basic idea of PNS, (C) proof and disproof numbers, and (D)
the PNS algorithm.

A. Forerunner: Conspiracy-Number Search

McAllester (1985; 1988) presented Conspiracy-Number Search which is a conceptual
forerunner of PNS. Conspiracy numbers were introduced for minimax search (Von
Neumann and Morgenstern, 1944) and indicate how likely it is that the root takes on
a certain value v. This likelihood is expressed by the conspiracy number which is the
minimum number of leaves (conspirators) that must change their value to cause the
root to change its value to v. The idea was later improved by Schaeffer (1989; 1990).

Two types of numbers, ↑CN and ↓CN , are used in order to calculate the conspir-
acy numbers for each non-terminal node N. The minimum number of conspirators to
increase N’s value to v is ↑CN . If N’s value is greater than or equal to v, then ↑CN is
0. ↓CN is the minimum number of conspirators required to decrease the value of
N to v. If N’s value is smaller than or equal to v, then ↓CN is 0. For calculating
↑CN and ↓CN at the root, ↑CN and ↓CN values are calculated recursively for all
nodes in the tree starting at the leaves. Different updating rules apply for ↑CN and
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↓CN depending on whether N is the maximizing player’s node or the minimizing
player’s node.

Conspiracy numbers are similar to proof numbers with respect to two aspects:
(1) two numbers at each node represent information on the expected game-theoretic
value of the position, and (2) the numbers are calculated bottom up by backpropa-
gation from the leaves to the root.

B. Basic Idea of PNS

PNS is a best-first search algorithm. Its heuristic determines the most-promising leaf
by selecting the most-proving node (cf. Subsection 2.1.2). The most-proving node is
found by exploiting two characteristics of the search tree: (1) its shape (determined
by the branching factors of internal nodes), and (2) the game-theoretic values of the
leaves (which are known if a leaf is terminal). Since no other information is used by
it, PNS is uninformed search, i.e., the search does not require to use any knowledge
beyond the rules of the game.

C. Proof and Disproof Numbers

As already mentioned, PNS employs ideas similar to Conspiracy Number Search.
In order to find the most-proving node, PNS maintains two numbers for each node
N. (1) The proof number, pn or pn(N), represents the number of leaf nodes that at
least have to be proven in order to prove the goal. Analogously, (2) the disproof
number, dn or dn(N), represents the number of leaf nodes that at least have to be
disproven to disprove the goal. The values of pn and dn can be calculated for each
node in the tree as follows.

We start by describing how the values are initialized for leaf nodes. When a goal
is proven, no further expansion is required for proving it and no further expansion
can disprove it anymore. The corresponding holds for a disproven node. Adhering
to this observation, for any terminal node T, pn and dn are set as follows. If the
goal is proven at T, then pn(T) = 0 and dn(T) =∞. If the goal is disproven at T,
then pn(T) =∞ and dn(T) = 0.

For any non-terminal leaf L, it is not yet possible to say what its game-theoretic
value is. Thus the values for L are set according to an initialization rule. The
most simple initialization rule directly follows the definition of pn and dn. It sets
pn(L) = dn(L) = 1.

The values for each internal node I are calculated from the set of its children,
children(I). The backpropagation rules take into account whether I is an OR node
or an AND node.

Backpropagation rule for OR nodes:

pn(I) = min
S∈children(I)

pn(S) , (2.1)

dn(I) =
∑

S∈children(I)

dn(S) . (2.2)
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Figure 2.1: Example of a PNS tree. Square nodes are OR nodes and circular nodes are
AND nodes. Each node’s pn is given by the upper number, its dn by the lower number.

Backpropagation rule for AND nodes:

pn(I) =
∑

S∈children(I)

pn(S) , (2.3)

dn(I) = min
S∈children(I)

dn(S) . (2.4)

Figure 2.1 gives an example of a PNS tree. OR nodes are represented by square
boxes and are played by MAX, AND nodes are represented by circles and are played
by MIN. We assume that player MAX tries to prove and player MIN tries to disprove
the goal. Each node contains two numbers. The upper number indicates the node’s
proof number and the lower number its disproof number.

The values for pn and dn are calculated by applying the initialization rule and
the backpropagation rules. There are two terminal leaf nodes. Their game-theoretic
value is a win for MAX. Therefore, their pn has value 0 and their dn has value
∞. The non-terminal leaves have been initialized by the simple initialization rule.
Their pn and dn have value 1. The values of the leaves’ parents are obtained by
backpropagating the leaf values according to the backpropagation rule for AND
nodes. The root’s pn and dn are set by applying the backpropagation rule for OR
nodes on the values of the AND nodes.

The most-proving node in the example is the leftmost leaf. It is found by suc-
cessively building a path starting from the root and ending at the frontier of the
tree. At the root, the left AND node is chosen because it has the smallest proof
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number. At the selected AND node, the child with minimal dn is selected. This is
the leftmost leaf.

D. The PNS Algorithm

At the start of PNS, pn and dn of the root are both set to 1. As long as neither
pn nor dn of the root has value 0, there are still expansions required and thus the
search is continued by performing a best-first search iteration.

At each iteration, the pn and dn are kept up to date and consistent for all nodes
in the tree. Each iteration consists of four phases as follows.

(1) Selection. The values of pn and dn guide the search towards the most-proving
leaf node. This is achieved by the following rule: in OR nodes, the child with
minimal pn is selected; in AND nodes the child with minimal dn is selected.

(2) Expansion. The most-promising leaf is expanded.

(3) Evaluation. The new leaves are evaluated. Their pn and dn are set using the
game-theoretic values and the initialization rule as described above.

(4) Backpropagation. The values of pn and dn are updated such that the parents’
pn and dn are consistent with their children’s values. The updating is repeated
successively for all predecessors of the expanded leaf.

2.2.2 Variants of PNS

In many practical applications, PNS runs out of space quickly because it stores the
whole search tree in memory. We refer to this phenomenon as the memory problem
of PNS. Several variants of PNS have been designed to address the issue. This
subsection gives an overview of five of such proof-number algorithms: PN2, PN∗,
PDS, df-pn, and PDS–PN.

A. PN2

Allis (1994) introduced PN2, a proof-number algorithm that addresses the memory
problem of PNS by discarding subtrees that have been searched. Whenever nec-
essary, the previously discarded subtrees are re-searched. To achieve this strategy,
PNS is performed at two levels, called PN1 and PN2.

At the first level, PN1, a normal PNS search is conducted. However, PN2 proce-
durally deviates from normal PNS when a leaf L is expanded. There, PNS is used
as initialization procedure. Instead of a simple initialization for non-terminal leaves,
a second-level PNS, called PN2, is launched. The root of the PN2 tree is the leaf
L and the size of the tree is limited to a certain maximum number of nodes. The
second-level search terminates if either the maximum number of nodes is exceeded
or a (dis)proof has been found. When PN2 terminates, the children of L with their
pn and dn are kept as new leaves of the PN1. All successors below the children of L
are removed from memory.
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As a consequence of using PN2, leaves of the PN1 tree contain more information
than leaves of regular PNS. Memory is saved because useless PN2 trees are removed.
The memory advantage of PN2 comes at a cost in terms of speed because the best
PN2 trees have to be re-searched.

Different approaches for setting the maximum number of nodes in the PN2 tree
exist. We note that this maximum is crucial because it determines the trade-off
between the memory consumption and speed of PN2. The main idea is to express
the maximum as a function f(x) of the size of the PN1 tree given by the number x
of its nodes. In his experiments on Chess positions, Breuker (1998) suggests to set
f(x) to be a logistic-growth function

f(x) =
1

1 + e
a−x

b

. (2.5)

The parameters a and b are strictly positive and require tuning for optimal
performance (cf. Breuker, 1998). Furthermore, the size of PN2 is also limited by
the amount of memory physically available. If N is the physical limit of nodes that
memory can hold, the maximum size of PN2 is

min(x× f(x), N − x) . (2.6)

B. PN*

As we have seen, PN2 addresses the memory problem of PNS by introducing two
levels of search and discarding most of the second-level results. This approach may
be described as wasteful because important information has to be re-generated every
time a previously discarded subtree is re-searched.

A different approach to addressing the memory problem consists of applying
iterative deepening. The first algorithm to follow this approach was PN∗ by Seo et al.
(2001). PN∗ uses a threshold on the proof numbers to perform iterative deepening.
The search is initialized with a threshold of 2 on the root’s pn. If no proof can be
found the threshold is gradually increased until a proof can be found for the given
threshold.

Essentially, PN∗ performs multiple-iterative deepening by iteratively deepening
at all AND nodes. Every node has a threshold on the proof number. The values
for these thresholds are increased at the AND nodes recursively if no proof can be
found within a certain threshold. We note that the disproof numbers are not used
for this iterative deepening.

A transposition table is used to reduce the overhead of re-searching nodes.
Seo et al. (2001) report that their game engine based on PN∗ solved more Shogi
problems from a collection of 295 problems than any other compared solver. By its
iterative-deepening PN∗ essentially is a depth-first search, enabling PN∗ to find very
deep solutions, e.g., for the notoriously hard Microcosmos problem with a solution
sequence of 1,525 steps.

PN∗ is able to cope with harsh memory constraints better than PN2. But as a
consequence of disregarding the disproof numbers for move selection, PN∗ is weak
at disproving subtrees.
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C. PDS

To counter the deficiency PN∗ shows for disproving goals, Nagai (1998) presented
a straightforward further-developed algorithm called Proof-and-Disproof -Number
Search (PDS). PDS performs multiple-iterative deepening at OR nodes and AND
nodes. It introduces two thresholds to limit the iterations in a node. The threshold
for pn is called pt and the threshold for dn is called dt. To make explicit that the
thresholds refer to a node N, we write pt(N) and dt(N), respectively.

The search in the subtree of a node continues until (1) a proof or disproof has
been reached, or (2) simultaneously pt < pn and dt < dn.

At the start of every iteration pt is initialized with the value of pn, and dt with
the value of dn. If the tree is more proof-like than disproof-like the pt is increased.
Otherwise dt is increased.

Nagai (1998) introduced a heuristic for estimating whether a subtree of a node
is likely to be a proof (proof-like) or a disproof (disproof-like). An OR node N with
parent P is proof-like exactly if

(pt(P) > pn(P)) ∧ (pn(N) ≤ dn(N) ∨ dt(P) ≤ dn(P)) . (2.7)

Similarly, an AND node N with parent P is proof-like exactly if

(dt(P) > dn(P)) ∧ (dn(N) ≤ pn(N) ∨ pt(P) ≤ pn(P)) . (2.8)

At the outset of each iteration at the root, one of the two thresholds of the root
is increased. If pn > dn, then pt is increased by 1 and otherwise dt is increased by
1.

The expanded nodes of PDS may be stored in a TwoBig transposition table
(cf. Breuker, Uiterwijk, and Van den Herik, 1996) to guarantee more efficient re-
searching.

D. df-pn

Nagai (1999; 2002) introduced an improved variant of the PDS algorithm, called
depth-first proof-number search, df-pn. In comparison to PDS, df-pn further reduces
the memory requirements by applying depth-first search. However, df-pn has been
shown to suffer strongly from the GHI problem (cf. Subsection 2.1.3). An advantage
of df-pn over PDS is that it has been shown by Nagai (2002) that df-pn always selects
the most-proving node (this is not the case for PDS).

We recall that PDS gradually increased the thresholds pt and dt for a node
if a proof was not found within the given boundaries. df-pn follows a different
approach. Assume some node P has children C1 and C2. df-pn sets the threshold of
C1 depending on the next best sibling C2. More precisely, if P is an OR node

pt(C1) = min(pt(P), pn(C2) + 1) , (2.9)

dt(C1) = dt(P)− dn(P) + dn(C1) . (2.10)

If P is an AND node,
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pt(C1) = pt(P)− pn(P) + pn(C1) , (2.11)

dt(C1) = min(dt(P), dn(C2) + 1) . (2.12)

E. PDS–PN

A fifth proof-number algorithm, PDS–PN by Winands et al. (2004), tries to combine
the strength of PN2 and PDS. PDS–PN can be described as a PN2 which relies on
PDS as PN1 search and normal PNS as PN2. At the first level, the search is a depth-
first search. This assures that PDS–PN is practically not restricted by memory. At
the second level, it profits from the speed of best-first search given by PNS.

2.2.3 Performance of Proof-Number Algorithms

Two main points require attention when comparing proof-number algorithms: (1)
the trade-off between speed and memory, and (2) robustness with respect to the
GHI problem (cf. Subsection 2.1.3). This subsection elaborates on these two points
and shows how the six proof-number algorithms compare with each other.

A. Speed vs. Memory

In order to address the memory problem as experienced by PNS, the variants PN2,
PN∗, PDS, df-pn, and PDS–PN trade speed for memory. The trade-off is an impor-
tant feature for comparing proof-number algorithms. In general, an algorithm that
emphasizes speed more than memory may achieve good results on small problems
but also may run out of memory on large problems. Conversely, an algorithm that
manages memory economically may be able to solve harder problems but re-searches
more often and therefore lose speed.

No uniform comparison exists juxtaposing all proof-number algorithms on the
same data set, but comparisons involving several algorithms have been conducted.

Experiments by Nagai (1999; 2002) in Othello and Tsume-Shogi have produced
better results for PDS than for PNS and PN∗. df-pn in turn has been shown to solve
hard problems faster than PDS (Nagai, 2002).

Winands, Uiterwijk, and Van den Herik (2003b) carried out a comparison be-
tween PNS, PDS, and PN2 on 488 LOA endgame positions. In this comparison,
PDS was able to solve only three problems more than PN2 which solved 470. At
the same time PDS was more than six times slower. In this experiment, PN2 was
allowed to use transposition tables and the same rule for initializing non-terminal
leaves as PDS. PNS was about 20% faster than PN2 but solved only 356 positions.

PDS–PN was found by Winands et al. (2003b) to be the intended compromise
between PN2 and PNS requiring less memory than PN2 while simultaneously solving
faster than PN2. The exact trade-off is a function of the number of nodes that PDS is
allowed to store in memory with more nodes allowing for more speed.
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B. Robustness to the GHI Problem

All proof-number algorithms that perform iterative deepening depend heavily on the
use of transposition tables. This makes them susceptible to the GHI problem (cf.
Subsection 2.1.3). Both PDS and particularly df-pn were found to be vulnerable in
practice (Kishimoto and Müller, 2003).

2.2.4 Enhancements for Proof-Number Algorithms

So far, we have seen which proof-number algorithms exist and what points are impor-
tant when comparing the performance of such algorithms. This subsection presents
three kinds of enhancement that have been proposed for proof-number algorithms:
(A) improved initialization of proof and disproof numbers, (B) the 1 + ε trick, and
(C) solutions to the GHI problem.

A. Initialization of Proof and Disproof Numbers

Subsection 2.2.1 presented a simple initialization rule that sets pn and dn to 1 for
newly generated non-terminal leaves. Better results can be achieved by using more
advanced initialization rules. Two different kinds of advanced initialization rules
can be distinguished: (1) using the branching factor, and (2) exploiting domain-
dependent knowledge.

Ad (1). The branching factor bf(L) of a leaf L can be used as follows (cf. Allis,
1994). If L is an OR node, pn is set to 1 and dn is set to bf(L). If L is an AND
node, dn is set to 1 and pn is set to bf(L). Effectively, this initialization rule
adds an additional ply of information. We note that combining this initialization
rule with an uninformed proof-number algorithm leaves the algorithm uninformed.
The branching factor is used implicitly in the original description of PDS (Nagai,
1998). Winands (2004) calls this initialization rule mobility when applied to LOA
and reports a reduction in nodes of roughly a factor of five for both PNS and PN2.

Ad (2). The second approach to initialize non-terminal leaves consists of using
heuristic knowledge. In this case, heuristics estimate the number of further expan-
sions required to prove or disprove the goal. These estimates are then used as pn or
dn, respectively. The heuristics contain domain knowledge. Domain knowledge was
used for initialization successfully by Allis (1994) who used the number of captured
stones in Awari to improve PNS. A second example following this approach is Nagai
(1999) for df-pn on Othello. Nagai’s solver uses a pattern-based evaluation function
for estimating the cost of reaching a proof or disproof at a given node. The latter
achieved a reduction of up to 50% in nodes. A third example is given by Kishimoto
and Müller (2005a) who compute an approximation of the number of successive
moves required to reach a tactical goal in the game of Go. These approximations
are then used to initialize the proof and disproof numbers.

B. The 1 + ε Trick

A second powerful enhancement for proof-number algorithms is the so-called 1 + ε
trick by Pawlewicz and Lew (2007). This ‘trick’ is based on a simple observation
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in df-pn. We have seen that df-pn imposes thresholds on its nodes’ pn and dn to
determine how deeply subtrees are searched. If the thresholds are too big, the search
in a subtree may occupy a large share of the transposition table.

Assume an OR node N with threshold pt(N) is searched and has the two chil-
dren C1 and C2 with thresholds pt(C1) and pt(C2), respectively, and both are much
smaller than N’s threshold pt(N). The search switches from C1 to C2 if the threshold
pt(C1) = pt(C2) + 1 is exceeded. Next, the search continues in the tree under C2
until the threshold pt(C2) = pt(C1) + 1 is exceeded. The search switches back to the
tree under C1. Every time the search switches between the two subtrees, informa-
tion in the transposition table is overwritten. As a consequence, the trees have to
be re-constructed by an expensive effort. Pawlewicz and Lew (2007) concluded that
not enough time is spent in the same subtree continuously.

The 1 + ε trick increases the time continuously spent in the same subtree. The
constraint used in df-pn for setting the thresholds to be just 1 larger than the next
best child’s threshold, is relaxed. The new threshold depends on a small factor 1+ ε.
The next best child’s threshold is multiplied with this factor to produce the new
threshold. Thus, the new rule for setting the threshold of an OR node is:

pt(C1) = min(pt(N), dpt(C2)× (1 + ε)e) . (2.13)

The rules for setting the thresholds for AND nodes are set analogously.

Experiments in LOA show a speed increase of up to a factor of three for df-pn.
An adaptation of the threshold rules for PDS shows a speed increase of still up to
10%. Moreover, the 1 + ε trick was shown to give an improvement on the number
of problems solved for Atari Go problems Pawlewicz and Lew (2007).

C. Solutions to the GHI Problem

At least three approaches for addressing the GHI problem for proof-number algo-
rithms have been suggested: (1) the base-twin algorithm (BTA) by Breuker et al.
(2001), (2) modified bounds on the root node of df-pn by Nagai (2002), and (3)
verification of search results by Kishimoto and Müller (2003). We briefly outline
strengths and weaknesses reported for the three approaches.

Ad (1). BTA (Breuker et al., 2001) distinguishes two kinds of nodes: base nodes
and twin nodes. This distinction allows to separate nodes that are reached by differ-
ent paths. Kishimoto and Müller (2003) point out three problems of BTA. (i) There
is no proof whether BTA works on depth-first algorithms with limited memory, (ii)
it does not work in positions in which the current player loses, (iii) the algorithm
can deliver incorrect results when real draws are not stored and thus requires much
more memory.

Ad (2). Nagai (2002) proposes an ad-hoc solution to the GHI problem in df-pn.
This solution is used for problems known to have a solution for the starting player
under so the called first-player loss scenario. In this scenario, any repetition is a
loss for the first player, i.e., the root player. Any Shogi problem in which the first
player tries to checkmate is a first-player loss scenario: if a repetition is encountered,
it disproves the possibility of the checkmate.
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Instead of assigning∞ to both thresholds at the root, ∞−1 is assigned initially.
Nagai (2002) uses integers to express ∞ and ∞ − 1 with ∞ − 1 < ∞. Next, the
search is launched. When the termination criterion is met (e.g., pn = 0 and dn =∞
at the root) during the search process, the proof was made without loops. If the
criterion has not been met, this means that a loop was encountered. In this case,
the normal initialization of the root thresholds with ∞ instead of ∞ − 1 is used.
This allows a proof that may contain loops. Thus, Nagai’s solution can distinguish
between proofs that are guaranteed to be loop free and such that may contain loops.

The two disadvantages of the modified df-pn are: (1) it may take a long time to
find a solution, (2) for a solution found by initializing the thresholds with ∞, the
proof may still suffer from the GHI in games with a current-player-loss scenario. In
such games, the player who repeats a position, loses. An example is Go with the
situational super-ko rule (Kishimoto and Müller, 2003).

Ad (3). Kishimoto and Müller (2005b) and Kishimoto (2005) propose a solution
to the GHI that can be applied to search algorithms other than proof-number algo-
rithms but was particularly tested for df-pn. The main idea is to verify the value for
a position retrieved from the table by a re-search. The verification requires storing
the path by which a position was reached in the transposition table. For this idea
to work in practice an efficient algorithm is used for storing and comparing paths.
Compared to the modified-bounds approach the verification algorithm solved three
additional problems. It used 2.5% more nodes and about 12.4% more time on a set
of 200 Checkers problems.

We may conclude by saying that currently three solutions to the GHI problem
exist. In particular, the proposal of Kishimoto and Müller (2005b) is promising for
practical applications.

2.3 Monte-Carlo Techniques for Search

Monte-Carlo methods have been applied for a long time in computer science for
approximating function values in complex domains (Metropolis and Ulam, 1949).
In computer games, however, Monte-Carlo has gained increased popularity only
recently. To understand this development, we introduce a distinction between two
kinds of Monte-Carlo techniques used in search and games.

The first technique is Monte-Carlo Evaluation (MCE). It has been studied since
the mid 1990s and has been employed as an evaluation function (Abramson, 1990).
The second technique is Monte-Carlo Tree Search (MCTS) (Kocsis and Szepesvári,
2006; Coulom, 2007a; Chaslot et al., 2006). It is a framework for game-tree search
based on MCE. Monte-Carlo Tree Search may be seen as a recent development in the
history of game-tree search. In particular, it improved the strength of game engines
in domains lacking satisfactory evaluation functions. The most prominent of these
domains, Go, saw an increase in the playing strength of programs from amateur to
professional level, at least on 9× 9 boards, owing to MCTS (cf. Chaslot, 2008).

In this section we introduce both, MCE in Subsection 2.3.1 and MCTS in Sub-
section 2.3.2. MCTS can be transformed into a solving algorithm (Winands et al,
2008). We remark that this is described in detail in Chapter 4.
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2.3.1 Monte-Carlo Evaluation

Evaluation functions estimate the game-theoretic value of a game position (Pearl,
1984). Features such as material or mobility of the position are commonly exploited
to compute the heuristic value. A different approach to evaluation is Monte-Carlo
Evaluation (MCE, Abramson, 1990): a number of playouts (also called samples or
simulations) is started at a position. A playout is a sequence of (pseudo-)random
moves. At the end of every playout, the final position is scored according to the
rules of the game.

The evaluation of a position is calculated by applying a statistical aggregate
function of all scores. Two simple examples of such an aggregate function are: (1)
the average game score (e.g., Black wins with 5.5 points on average) and (2) the
ratio of wins to losses (e.g., Black wins 49% of the games).

The remainder of this subsection shows an overview of games to which MCE has
been applied, (A), and explains two common ways of improving MCE, (B) and (C).

A. Monte-Carlo Evaluation in Games

During the 1990s Monte-Carlo Evaluation (MCE) was applied to stochastic games
and games with imperfect information such as Backgammon (Tesauro and Galberin,
1997), Bridge (Smith, Nau, and Throop, 1998; Ginsberg, 1999), Poker (Billings et
al. 1999), and Scrabble (Sheppard, 2002). For instance, MCE was tested in Bridge
(Smith, Nau, and Throop, 1998) because it offers a way of coping with imperfect
information. Concealed cards are treated by MCE as follows. First, a pseudo-
random deal is generated for the concealed cards. Given this known deal, the game
is then played as a perfect-information game and scored accordingly. The perfect-
information game constitutes a playout. The statistical evaluation of several playouts
is a heuristic score for the initial position (Frank, Basin, and Matsubara, 1998). In
a similar way, uncertainty in the game of Skat can be treated (Kupferschmid and
Helmert, 2007).

The first systematic investigation of MCE in two-player perfect-information games
was conducted by Abramson (1990). He tested MCE on Tic-Tac-Toe, on Chess po-
sitions, and on 6 × 6 Othello, concluding that MCE can outperform alternative
evaluation functions. Furthermore, he suggested to include domain knowledge to
improve MCE in ways described below in (B) and (C).

In the domain of perfect-information games, MCE has in particular affected
Computer Go. In Go, alternative evaluation functions had been unsuccessful because
of two reasons as stated by Müller (2002): (1) a large branching factor, and (2) global
effects of local moves. The first to apply MCE to Go was Brügmann (1993), who
evaluated the initial position of the 9× 9 board.

B. Biasing Playouts and Alternative Statistical Evaluation

Standard MCE as described above can be improved in two ways: (1) by biasing
playouts with domain knowledge, and (2) by alternative statistical evaluation.

Ad (1). The pseudo-randomness of moves during playouts can be altered with
domain knowledge to produce better estimates in many games. For Go, Bouzy



2.3 — Monte-Carlo Techniques for Search 21

and Helmstetter (2003) suggest setting the likelihood of a playout move proportion-
ate to the known frequency distribution of local patterns completed by that move
in a database of game records. The Monte-Carlo version of the world champion
LOA engine MIA (Winands and Björnsson, 2010) can stop playouts before reach-
ing a terminal position. It scores the last position of the playout with a classic
evaluation function. Thereby, MIA can run more MCEs while simultaneously en-
suring a sufficient quality of the scores for each playout. A similar approach is used
in the Amazons program InvaderMC by Lorentz (2008). The difference is that
InvaderMC stops the MCE at a fixed depth whereas MIA allows the playouts to
terminate at any depth.

Ad (2). The simple aggregate functions described above (average game score,
win-loss ratio) are used to score only one position. This may be wasteful particularly
if playouts cannot be computed in sufficient quantity. Brügmann (1993) suggested
an alternative statistical evaluation, the all-moves-as-first heuristic for evaluating
the initial position of 9 × 9 Go. In normal MCE, the score of a single playout
contributes only to the evaluation of the initial position of that playout. The all-
moves-as-first heuristic proposes instead to use one score for the evaluations of all
moves that occur in the playout. In this way, few playouts affect the evaluations of
many moves. The all-moves-as-first heuristic is inaccurate but converges faster with
respect to the number of playouts.

C. Exploration and Exploitation in the Move-Selection Problem

So far, we have described how MCE can give an evaluation of a position. In practice,
the evaluation function is only a means in a game-playing engine. The actual end is
solving a move-selection problem, i.e., given all possible moves to find the best.

When applying MCE in the evaluation function for multiple moves the time
and therefore the playouts have to be distributed efficiently among all available
moves. Because of MCE’s inherent randomness the estimated game value has a high
variance. The variance decreases inversely proportionate to the number of playouts.
The demand for distributing the playouts over the available positions efficiently
leads to the problem of optimizing the ratio between exploration and exploitation in
MCE. Exploration performs playouts for a move that has so far been assessed as bad.
Exploring this move may lead to discovering that the move is actually promising.
Conversely, exploitation invests more time in comparing such moves more precisely
that have already been assessed as relevant and avoids wasting time on irrelevant
moves.

A naive solution to balancing exploration and exploitation for move selection
consists of uniformly distributing the playouts over all available moves. All eval-
uations are compared and the best-scoring move is selected. However, this naive
solution generally produces suboptimal results (cf. Bouzy and Helmstetter, 2003).

Bouzy and Helmstetter (2003) introduced the idea of progressive pruning for the
game of Go. For all available moves i the mean values µi and standard deviations
σi are recorded for the number of playouts made so far. A move 2 is said to be
inferior to a move 1 if µ2 +σ2 ≤ µ1−σ1. To select the best move, first, the playouts
are distributed uniformly over all moves. Next, the playouts are made and every



22 Basics of Game-Tree Search for Solvers

move is evaluated. Then, all moves inferior to some other move are eliminated. The
procedure is iterated with the remaining moves. In this manner, promising moves
are sampled more frequently than initially less promising candidates.

2.3.2 Monte-Carlo Tree Search

In the past, MCE has been used as an evaluation function for game-tree search
(Bouzy and Helmstetter, 2003). Yet, this approach remained too slow to achieve a
satisfying search depth. To overcome this problem Bouzy (2006) extended the idea
of progressive pruning from one ply to the whole search tree. He suggested to grow
a search tree by iterative deepening and pruning unpromising nodes while keeping
only promising nodes. All leaf nodes are evaluated by MCE. A problem with this
approach is that actually good branches are pruned entirely because of the variance
underlying MCE.

Monte-Carlo Tree Search (MCTS) follows Bouzy’s generalization of extending
MCE to a search tree and constitutes an entire best-first search framework for MCE.
MCTS avoids the problem of pruning too early by maintaining all nodes and con-
trolling exploration and exploitation better than Bouzy’s method.

The idea of MCTS was independently introduced by Coulom (2007a) and Kocsis
and Szepesvári (2006). The MCTS algorithm by Coulom (2007a) was specifically de-
signed and tested for the domain of computer Go. The program Crazy Stone had
incorporated the algorithm, participated in the 12th Computer Games Olympiad,
and won the 9×9 Go competition (Coulom and Chen, 2006). The MCTS algorithm
by Kocsis and Szepesvári (2006) is called Upper Confidence bounds applied to Trees
(UCT). It was motivated by research on the Multi-Armed Bandit Problem (Robbins,
1952).

Since its introduction MCTS has been applied over a variety of domains including
optimization (Chaslot et al., 2006), one-player games (Schadd et al., 2008; Cazenave,
2009), two-player perfect-information games such as Go (Coulom, 2007a; Gelly
and Silver, 2008; Enzenberger and Müller, 2009), LOA (Winands et al., 2008),
Amazons (Lorentz, 2008), Hex (Cazenave and Saffidine, 2009), two-player imperfect-
information games such as Phantom Go (Cazenave and Borsboom, 2007), multi-
player games including Chinese Checkers (Sturtevant, 2008), and general game play-
ing (Finnsson and Björnsson, 2008).

This subsection is organized as follows. Subsection A details an algorithmic de-
scription of the MCTS framework. Subsection B introduces UCT, one of the most
common representatives of MCTS. Subsection C outlines three common enhance-
ments for MCTS.

A. The MCTS Algorithm

Monte-Carlo Tree Search applies a best-first search on a global level and MCE as
an evaluation function at the leaf nodes. The results of previous playouts are used
for developing a best-first search tree. MCTS repeatedly iterates the following four
stages (Chaslot et al., 2008b), also depicted in Figure 2.2:

(1) move selection,
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(2) expansion,

(3) playout,

(4) backpropagation.

Each node in the tree contains at least three different tokens of information: (i)
a state representing the game position associated with this node, (ii) the number of
times n the node has been visited during all previous iterations, and (iii) a value v
representing the estimate of the position’s game-theoretic value. The search tree is
stored in memory. Before the first iteration, the tree consists only of the root node.
By applying the four stages successively in each iteration, the tree grows gradually.
The four stages of the iteration work as follows (cf. Figure 2.2).

Figure 1: (a) The initial position. (b) An example of possible moves. (c) A
terminal position.
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Figure 2.2: The four stages of MCTS (slightly adapted from Chaslot et al., 2008b).

(1) The move selection determines a path from the root to a leaf node. This path
is gradually developed. At each node, starting with the root node, the best
successor node is selected by applying a function to all child nodes. Then,
the same procedure is applied to the selected child node. This procedure is
repeated until a leaf node L is reached.

(2) In case a leaf node has been sampled sufficiently frequently (a threshold is set
manually) the node is expanded.

(3) In the playout stage, Monte-Carlo evaluation is applied to L. It consists of a
randomly played sequence of moves that ends in a terminal position. A statistic
aggregate of all random games sampled from L constitutes the Monte-Carlo
evaluation for L.

(4) During the backpropagation stage, the result of the leaf node is propagated
back along the path followed in the move selection. For each node on the path
back to the root, the node’s value (cf. above) is adjusted according to the
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update function.2 After the root node has been updated, this stage and the
iteration are completed. As a consequence of altering the values of the nodes
on the path, the move selection of the next iteration is influenced.

The various MCTS algorithms proposed in the literature differ with regard to
their move selection and schemes used for expansions. Next, a specific move selection
called UCT is briefly described.

B. UCT

The most influential representative of MCTS has so far been Upper Confidence
bounds applied to Trees (UCT). In UCT, Kocsis and Szepesvári (2006) apply solu-
tions for the Multi-Armed Bandit Problem (MAB) (Robbins, 1952) to tree search.
This problem is structurally similar to move selection and the task of efficiently dis-
tributing actions over several slot machines to maximize the expected return. The
distributions underlying the returns are unknown and have to be approximated.
Auer, Cesa-Bianchi, and Fischer (2002) suggested to use a formula called Upper
Confidence Bounds (UCB) to cope with the MAB. This UCB formula is the basis
for UCT. The move selection of UCT is as follows. Given a node with children,
the move-selection function of UCT chooses the child which maximizes the following
formula:

Let I be the set of nodes immediately reachable from the current node p. The
selection strategy selects the k-th child of the node p that satisfies Formula 2.14:

k ∈ argmaxi∈I
(
vi +

√
C × lnnp

ni

)
, (2.14)

where vi is the value of the node i, ni is the visit count of i, and np is the visit
count of node p. The coefficient C determines the balance between exploitation and
requires tuning experimentally. The update function used in UCT sets the value ni
of a node to the average of all the children’s values.

C. MCTS Enhancements

In this subsection we describe three common enhancements to MCTS: (1) RAVE,
(2) integrating domain knowledge in MCTS, and (3) parallelization.

Ad (1). Gelly and Silver (2008) suggested Rapid Action Value Estimation (RAVE)
which is closely related to the all-moves-as-first heuristic by Brügmann (1993) (cf.
Subsection 2.3.1.B). RAVE achieves an advantage by using all-moves-as-first val-
ues to bias the UCT value of a move. Compared to UCT values (Formula 2.14),
all-moves-as-first values have smaller variance and converge faster. Therefore the
all-moves-as-first values are used to bias the move selection only in the beginning.
When sufficiently many playouts have been sampled and the UCT values are ex-
pected to be sufficiently precise, the effect of the RAVE value diminishes. The speed
of fading out is subject to parameter tuning. Gelly and Silver (2008) have shown
that RAVE can improve the playing strength of a Go engine substantially.

2Coulom (2007a) refers to the update function as backpropagation operator.
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Ad (2). We have seen that domain knowledge may improve the quality of play-
outs in MCE (cf. Subsection 2.3.1.B). Domain knowledge can also be applied out-
side of the playout stage in MCTS. There are at least three approaches of achieving
this. The first approach modifies the move selection. Gelly and Silver (2008) and
Chaslot et al. (2008b) suggest adding a summand to the right-hand side of the origi-
nal UCT formula (Formula 2.14). The additional summand represents a value based
on small patterns and thus representing domain knowledge. A second approach is
progressive unpruning (Chaslot et al., 2008b) which first reduces and then increases
the branching factor of an MCTS node based on domain knowledge. A similar ap-
proach is referred to as progressive widening by Coulom (2007b). A third approach
consists of using move categories based on domain knowledge in order to group moves
(Saito et al., 2007b).

Ad (3). MCE and MCTS are suitable for parallelization because the playouts
can be computed as independent parallel tasks. A difficulty lies in parallelizing the
operations on the MCTS tree. Several methods have been suggested for paralleliza-
tion. Building up on Cazenave and Jouandeau (2007) who had suggested three
simple ways of parallelizing UCT, (Chaslot et al., 2008a) compared the following
four methods for parallelization: (i) leaf parallelization executes multiple MCEs at
the same leaf in parallel; (ii) root parallelization runs multiple independent instances
of MCTS and merges the results of the root into one value when the search termi-
nates; (iii) tree parallelization with global mutex maintains one lock on the whole
search tree such that each of several threads locks the whole tree when updating
data; (iv) tree parallelization with local mutexes allows each thread accessing dif-
ferent parts of the subtree. Based on experiments for 9 × 9 Go, it was found that
the simple root parallelization produced the best results (Cazenave and Jouandeau,
2007; Chaslot, Winands, and Van den Herik, 2008a). More recently, Enzenberger
and Müller (2010) documented the parallelization of Fuego, the 2009 Computer
Olympiad’s gold medalist program in the 9 × 9 Go competition. It uses a lock-less
implementation of the local mutex parallelization. This implementation produces
inaccurate updates at minor rates. Although playouts are discarded because of the
imprecision, the locking scales well for up to seven processors.

2.4 Chapter Summary

In this chapter we introduced basic definitions for describing game-tree search and
fundamental concepts including three search methods. The elementary concepts then
served to outline six proof-number algorithms and two Monte-Carlo techniques. The
following chapters will introduce novel algorithms based on the algorithms that have
been presented here.

In Chapter 3 we show how MCE can be combined with Proof-Number Search
for solving Go problems. Chapter 4 describes an approach that utilizes MCTS for
solving and also introduces a parallel version of this approach.
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Chapter 3

Monte-Carlo Proof-Number
Search

This chapter is based on the following publications.1

1. J-T. Saito, G.M.J.B. Chaslot, J.W.H.M. Uiterwijk, and H.J. van den Herik. Monte-
Carlo Proof-Number Search. In H.J. van den Herik, P. Ciancarini, and H.H.L.M.
Donkers, editors, Computers and Games - 5th International Conference (CG ‘06),
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The overview on solving algorithms given in Chapter 2 divides Monte-Carlo
methods for game-tree search in two kinds: (1) Monte-Carlo evaluation, and (2)
Monte-Carlo Tree Search. So far, little attention has been paid to the potentially
beneficial effect of applying Monte-Carlo methods to solvers such as Proof-Number
Search (PNS) (Allis et al., 1994). In this chapter, we answer the first research ques-
tion, RQ 1, by investigating how Monte-Carlo evaluation can be used for solving
game positions. We propose integrating Monte-Carlo evaluation with Proof-Number
Search to form a new solving algorithm. We call the new algorithm Monte-Carlo
Proof-Number Search (MC-PNS).

1 The author is grateful to Springer-Verlag and the Information Processing Society of Japan for
the permission to reuse relevant parts of the articles.
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This chapter presents two experiments evaluating the new algorithm on a sub-
problem of the game of Go, the life-and-death problem. Experiment 1 tunes pa-
rameters of MC-PNS. The results of Experiment 1 also enable a first comparison
between PNS and MC-PNS. Experiment 2 compares PNS, MC-PNS, and pattern-
based improvements of PNS and MC-PNS.

The chapter is organized as follows. Section 3.1 explains MC-PNS in detail.
Section 3.2 outlines the setup of Experiment 1, Section 3.3 gives the results, and
Section 3.4 discusses the findings. Section 3.5 explains patterns in Go and describes
how they can be combined with PNS. Section 3.6 presents the setup of Experiment
2 and Section 3.7 the results. These are in turn discussed in Section 3.8. Section 3.9
concludes the chapter and points out three directions for future research.

3.1 Monte-Carlo Proof-Number Search

For integrating Monte-Carlo evaluation (MCE) and PNS two ways appear natural.
First, a global Monte-Carlo move-selection framework might take advantage of local
PNS. In this case a top-level co-ordination mechanism needs to determine when to
shift from MCE to local PNS. Second, PNS forms the search framework, and MCE
is used to influence the move selection. In this chapter, we address only the second
approach.

This section proposes the new algorithm, Monte-Carlo Proof-Number Search
(MC-PNS). It is based on PNS and MCE. MC-PNS extends PNS’ best-first heuristic
by adding MCE at the initialization of the leaves’ values. This may lead to a more
efficient selection of moves.

The section is organized in two parts as follows: Subsection 3.1.1 presents the
algorithm. Subsection 3.1.2 gives three parameters that control the behavior of
MC-PNS.

3.1.1 Algorithm

Like PNS, MC-PNS performs a best-first search in an AND/OR game tree. The
search aims at proving or disproving a binary goal, i.e., a goal that can be reached
by player OR or be refuted by player AND under optimal play by both sides. Each
node N in the tree contains two real-valued numbers called the proof number (pn(N))
and the disproof number (dn(N)), respectively.

MC-PNS performs a four-step cycle fully identical to that of PNS. For reasons
of readability we summarize the four-step cycle here. In the first step (selection)
the best-first strategy requires the algorithm to traverse down the tree starting at
the root guided by the smallest proof or disproof number until the most-proving
leaf L is reached. The second step (expansion) consists of expanding L. The third
step (evaluation) assigns initial values to the newborn children of L. In the fourth
step (backpropagation), the values of the proof and disproof numbers are updated
and backpropagated for all nodes on a path from L through the previously traversed
nodes, all the way back to the root.

The cycle is complete as soon as the root has been reached and its values are
updated. The cycle is repeated until the termination criterion is met. The criterion
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is satisfied exactly if either the root’s proof number is 0 and the disproof number is
infinity, or vice versa. In the first case, the goal is proven. In the latter case it is
refuted. Still, there is a difference between PNS and MC-PNS. The next paragraph
outlines the details of the algorithm more formally and shows the small differences
which mainly lie in the third step, the evaluation of the leaf nodes.2

Let L be a leaf node. If L is a node proving the goal then pn(L) = 0 and
dn(L) =∞ holds. If L is a node disproving the goal then pn(L) =∞ and dn(L) = 0
holds. If L does not immediately prove or disprove a goal pn(L) = pmc(L) and
dn(L) = dmc(L), where pmc and dmc are the Monte-Carlo-based evaluation func-
tions mapping a node to a target range. This range is (0, 1], with pmc reflecting a
node’s estimated probability to reach the goal, and dmc reflecting a node’s expected
probability not to reach a goal. The value 0 is excluded to avoid setting pn = 0 or
dn = 0 inaccurately. Thereby, we prevent a false classification of a node as proven
or disproven, respectively.

The pmc and dmc numbers for a position with n simulated games are gained by
calculating the evaluation function evaln : {0, ..., n} → (0, 1]. The function evaln
depends on the number n+ of simulated games in which the goal was reached and
the number n− of simulated games in which the goal was not reached. We let
evaln(0) = ε for some small positive real number ε < 1 and evaln(n+) = n+/(n+ 1)
for n+ > 0. We set dmc = evaln(n+) and pmc = 1− dmc.

Starting at the most-proving leaf, pn and dn values are backpropagated by PNS’
backpropagation rule (cf. Section 2.2). Note that MC-PNS causes a different move
selection, because the values of the proof number and disproof numbers also change
for internal nodes. Figure 3.1 shows a game tree expanded by MC-PNS. The leaves
of the right subtree have already been evaluated: the pn and dn values are real
numbers based on the MCE. The right leaf of the left subtree has just been sampled.
The MCE, represented by a set of random move sequences, has initialized the pn
and dn resulting in updated values of the root.

3.1.2 Controlling Parameters

MC-PNS imposes an overhead in evaluation for each expansion of a node. The
algorithm aims at achieving a better move selection as a trade-off. Two extreme
approaches can be distinguished: (1) MC-PNS spends hardly any time on evaluation,
and (2) MC-PNS takes plenty time on evaluation. Below, three control parameters
are introduced which will enable a trade-off between these extremes.

1. Number of MCEs per node. The precision of the MCE can be determined
by the number of simulated games at each evaluated node. Henceforth, this
number will be denoted by n.

2. Look-ahead for MCE. The look-ahead (la) is the maximum length of a simu-
lated game.

2The four-step cycle can be optimized by not fully backpropagating the values when this is not
required (cf. Allis, 1994). Thereby, the cost of traversal can be reduced. The implementation used
in the experiments described here does not include this optimization.
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Figure 3.1: Schematic representation of a search tree generated by MC-PNS.

3. Launching level of the MCE. Given a limited look-ahead, it is not useful to
waste time on evaluating close to the root of the search tree. The nodes close
to the root must be expected to be expanded anyway. The launching level
(depth) is the minimum required level of the tree at which nodes are evaluated.

3.2 Experiment 1: Tuning the Parameters of
MC-PNS

This section describes Experiment 1. It tests different settings of the three param-
eters of MC-PNS introduced in Subsection 3.1.2 and compares the results obtained
for the various settings with those of PNS. The experiment is conducted by applying
the algorithms to a test set of life-and-death problems of the game of Go. Subsec-
tion 3.2.1 explains life-and-death problems. Subsection 3.2.2 describes the test set,
Subsection 3.2.3 the implementation of the algorithm and Subsection 3.2.4 the test
procedure.

3.2.1 Life-and-Death Problems

We applied MC-PNS for solving instances of the life-and-death problem which is a
frequently occurring sub-problem in Go games. Life-and-death problems are also
studied separately as puzzles. Applying search for solving life-and-death problems
has been addressed before, e.g., by Wolf (2000), Cazenave (2003), and Kishimoto and
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Figure 3.2: Example of a life-and-death problem.

Müller (2005a). The general life-and-death problem consists of a locally bounded
game position with a target group of stones. Black moves first and has to determine
the group’s status as either alive, dead, ko, or seki. For the current investigation,
however, the problem is reduced to a binary classification of the target group to
either alive or dead.

In order to fit the algorithm to the Go domain, the goal to prove, i.e., the status
of a group of stones as either alive or dead, is checked by a simple status-detection
function. This function is called by each simulated move to determine whether to
play further or to stop. Each simulated game halts after either the goal has been
met or a certain pre-set depth has been reached.

Figure 3.2 depicts a life-and-death problem from the test set used in Experi-
ments 1 and 2. Player Black is to move and tries to capture the white group. The
intersections marked by circles are taken into consideration as starting moves.

3.2.2 Test Set

The test set consists of 30 life-and-death problems. The problems are of beginner
and intermediate level (10 Kyu to 1 Dan) and taken from a set publicly available
at GoBase.3 All test problems are a win for Black. The test cases were annotated
with marks for playable intersections and marks for the groups subject to the life-
and-death classification. The number of intersections I becoming playable during
search is determined by the initial empty intersections and by intersections which are
initially occupied but become playable because the occupying stones are captured.
For the test cases this indicator I of search space varied from 8 to 20. The factorial
of I gives a rough lower bound for the number of nodes in the fully expanded search
tree. Thereby, it provides an estimate for the size of the search space.

3Gobase, www.gobase.org.
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3.2.3 Algorithm and Implementation

PNS and various parameter settings for MC-PNS were implemented in a C++ frame-
work. All experiments were conducted on a Linux workstation with AMD Opteron
architecture and 2.8 GHz clock rate. 16 GB of working memory were available.
Mobility was used to initialize PNS. No special pattern matcher or other feature
detector was implemented to enhance the MCE or detect the life-and-death status
of a position. Instead, tree search and MCE are carried out in a brute-force man-
ner in the implementation. In the experiment, Zobrist hashing (Zobrist, 1990) was
implemented to store proof and disproof numbers estimated by MCE. In order to
save memory, the game positions are not stored in memory for any leaf. A complete
game is played for each cycle. The proof tree is stored completely in memory.

The MCE used was based on the Go program Mango (Chaslot et al., 2008b).
The program’s Monte-Carlo engine provides a speed of up to 5,000 games per second
for 19×19 Go with an average length of 120 moves on the hardware specified above.
The Monte-Carlo engine was not specially designed for the local life-and-death task.
Its speed and memory consumption must therefore be expected to perform sub-
optimally. The MCE was introduced in Subsection 3.1.1 as evaln.

3.2.4 Test Procedure

Three independent parameters and three dependent variables describe the experi-
ment. The independent parameters control the amount and behavior of MCE during
search. The dependent variables measure the time and memory resources required
to solve a problem by a specified configuration of the algorithm. The configuration
is synonymously called parameter setting.

The independent parameters available for testing are: (1) the number of simu-
lated games per evaluated node (n ∈ N), (2) the look ahead (la ∈ N), and (3) the
launching depth level for MCEs (depth ∈ N).

There are three dependent test variables measured: (1) the time spent for solving
a problem measured in seconds (time ∈ Time ⊆ R), (2) the number of nodes
expanded during search (nodes ∈ Nodes ⊆ N), and (3) a move (move ∈ Moves =
{0, 1, ..., 361}) proven to reach the goal.4 The set Moves represents the range of
possible intersections of the 19× 19 Go board together with an additional null move
(0). The null move is returned if no answer can be found in the time provided
(cf. below). Because no other dynamic-memory cost is imposed, nodes suffices for
calculating the amount of memory occupied. The memory consumption of a single
node in the search tree is 288 bytes.

For the experiment, each configuration consisted of a triple of preset parameters
(n, la, depth). The following parameter ranges were applied: n ∈ {3, 5, 10, 20}, la ∈
{3, 5, 10}, depth ∈ {I, 12I, 34I}. The depth parameter requires additional explanation.
In the experiment’s implementation, the number of initially empty intersections I is
employed to calculate a heuristic depth value. Thus I, 12I, and 3

4I represent functions
dependent on the specific instance of I given by each test case. We call these choices

4For three test problems, some parameter settings found a different forcing move first, i.e., there
were two best first moves.
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Rank n la depth gt gs
1 3 10 3 2.05 4.26
2 5 10 3 1.93 4.54
3 3 10 2 1.87 3.90
4 5 10 1 1.80 4.59
5 3 10 1 1.75 4.30
6 5 10 2 1.74 4.11
7 3 5 3 1.56 2.70
8 3 5 1 1.51 2.70
9 10 10 3 1.42 4.99
10 10 10 1 1.36 4.95

Rank n la depth gs gt
1 20 10 3 5.31 0.95
2 20 10 1 5.23 0.96
3 10 10 3 4.99 1.42
4 10 10 1 4.95 1.36
5 5 10 1 4.59 1.80
6 20 10 2 4.56 0.87
7 5 10 3 4.54 1.93
8 3 10 1 4.30 1.75
9 10 10 2 4.28 1.26
10 3 10 3 4.26 2.05

Table 3.1: Time and node consumption of various configurations of MC-PNS relative to
PNS. Each table presents the ten best ranked of the 36 parameter settings. Left: Ordered
by a factor representing the gain of speed (gt). Right: Ordered by a factor representing
the reduction of nodes.

of I the starting strategies and refer to them as 1, 2, and 3 for I, 1
2I, and 3

4I,
respectively.

The outcome of an experiment is a triple of measured variables (t, s,m) ∈ Time×
Nodes×Moves. Each experimental record consists of a configuration, a problem it
is applied to, and an outcome. An experiment delivers a set of such records. In order
to account for the randomness of the MCE and potential inaccuracy for measuring
the small time spans well below a 10th of a second, PNS and each configuration of
MC-PNS was applied to each test case 20 times resulting in 20 records.

3.3 Results of Experiment 1

This section outlines the results of Experiment 1. First, a statistical measure for
comparing the algorithms is introduced, then the experimental results for differ-
ent configurations are presented and described in detail. The section concludes by
summarizing the results in six propositions.

The experiment consumed about 21 hours and produced 22,200 records. All
solutions by PNS as well as by MC-PNS configurations were correct. Aggregates for
each combination of test cases and configurations are considered in order to enable a
comparison of different parameter settings. For a parameter setting p = (n, la, depth)
and a test case ϑ the average outcome is the triple (t, s,m) ∈ Time×Nodes×Moves.
For this triple t, s, and m are averaged over all 20 records with the parameter setting
p applied to the test case ϑ. t(p,ϑ) is the average time and s(p,ϑ) the average number
of nodes expanded for solving ϑ. In order to make a parameter setting p comparable,
its average result is compared to the average result of PNS. We define the gain of
time as gt(p) = 1

30

∑30
ϑ=1 t(pns,ϑ)/t(p,ϑ). (Here, t(pns,ϑ) is the average time consumed

by PNS to solve test case ϑ.) The gain of space, gs, is defined analogously. The
positive real numbers gt and gs express the average gain of a parameter setting for
all thirty test cases. Each gain value is a factor relevant to the performance of the
PNS benchmark.
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Figure 3.3: Time consumption of various configurations of MC-PNS.

In the experiment the configuration using 3 MCEs per node, a look-ahead of
10 moves, and starting strategy 3, is found to be the fastest configuration (pfast =
(3, 10, 3)). The gt(pfast) = 2.05 indicating that it is about twice as fast as the PNS
benchmark (cf. Table 3.1, left and the definition of the gain of speed and gain of
space). The gain gs(pfast) = 4.26. Thus pfast expands fewer than a quarter of nodes
which PNS expands. The parameter setting pnarrow = (20, 10, 3) is expanding the
smallest number of nodes. It requires less than a fifth of the expansions compared
to the benchmark on average on the test set. It is slightly slower than PNS in spite
of that (cf. Table 3.1).

Parameter settings with large n and large look-ahead require the least number
of nodes to prove or disprove the goal. Parameter settings with small n but large
look-ahead perform the fastest.

So far, this section focused on outlining the results relevant for characterizing
the set consisting of PNS and MC-PNS variations. The remainder of this section
describes the results required for comparing pfast, pnarrow, and PNS in greater detail.
For this purpose, the data hidden in the aggregates of the test cases are unfolded.
This is achieved by comparing the average time and space performance for each test
case. Figures 3.3 and 3.4 illustrate these comparisons, respectively.

A comparison of the time behavior (Figure 3.3) shows a pattern containing vari-
ety. Overall, pnarrow is characterized by the least time-efficient results: in 22 of the
30 test cases it is the slowest of the three compared solvers. PNS performs slowest
on the remaining 8 test problems. But PNS also performs as the fastest solver in 6
cases and as fast as pfast in 6 cases. pfast shows the most efficient time consumption
in 24 cases including the 6 cases in which it is as fast as PNS. We remark that the
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two leftmost points which are plotted to require 0.0001 seconds actually have value 0
because they were measured beyond the precision of the time measurement function.
It is reasonable to assume that the values should be ca. 0.001 seconds.

A comparison of the space behavior (Figure 3.4) shows that PNS requires the
highest number of node expansions to prove or disprove a goal, irrespective of the
test case. Its memory requirements are roughly the same as those of pfast and
pnarrow except for two test cases. PNS requires much more space than the two
MC-PNS variations on virtually all other test cases. pfast and pnarrow show a similar
behavior in memory consumption with pnarrow performing slightly more efficient.

The results show that the performance depends on the complexity inherent to the
tested problem. PNS finds its proofs faster than the other solvers on simple problems,
i.e., problems requiring fewer than 5,000 nodes to be solved. It outperforms its
competitors only once in the 20 more complex tasks while achieving this five times
in the 10 least complex problems. The two MC-PNS variations perform comparably
faster on the 20 most complex tasks. The experimental outcome shows that the speed
advantage of pfast relative to PNS grows with the complexity of the tested problem.

The main results of this section can be summarized in six propositions.

1. (3,10,3) is the fastest parameter configuration. On average it performs two
times faster than PNS on the test set and expands fewer than a quarter of
the nodes.

2. The configuration (20,10,3) is the MC-PNS configuration with the least node
expansions on average. It expands only a fifth of the number of nodes expanded
by PNS.

3. pfast and pnarrow consistently expand considerably fewer nodes than PNS.

4. pfast performs consistently faster than PNS.

5. The advantage of time performance of pfast relative to PNS even grows with
the complexity of the problem.

6. PNS performs better than pfast on problems with small complexity.

3.4 Discussion of Experiment 1

On average pfast solves problems twice as fast as PNS. This is coherent with a general
tendency observed. As outlined above, settings with small n (i.e., few simulated
games) and large la (i.e., far look-ahead) are generally the fastest. The speed of
a MC-PNS depends mainly on two items: (1) the number of nodes it expands,
and (2) the CPU time needed to evaluate a node. These two items are mutually
dependent. The number of expansions decreases with the intensity of the evaluation
because the heuristic is more reliable and the search investigates fewer nodes. This
is reflected by the experimental finding that nodes with thorough evaluation (large
n and large la) reach their goals with few expansions (cf. Table 3.1). But more
intensive evaluations require more time. Therefore, an optimization problem has to
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Figure 3.4: Space consumption of various configurations of MC-PNS.

be solved to compensate for the intensity of the evaluation. The optimum trades off
between the number of nodes visited and the evaluation time for each single node.
This optimum is found to be pfast = (3, 10, 3). Extensively evaluating each node, as
pursued by pnarrow, devotes too much time on each single evaluation. The strategy
of omitting a heuristic evaluation entirely, as embodied by PNS, is cheap for each
node but generates larger search trees.

Thus the n and la parameters can be said to control the intensity of each evalu-
ation successfully. The depth parameter has a minor influence on controlling this
intensity. More importantly, only few MCEs per node can produce a reasonable
heuristic for the MC-PNS framework.

One might object that the composition of the set is arbitrary. Still, we may argue
it is reasonable to assume that the inferences made about the quality of pfast are
valid in general. The test cases chosen are rather easy. One may therefore expect
that real-time problems are harder than the cases presented. Thus in practice pfast
should be even more relevant. The absolute time saved by pfast is much larger
for complex problems. For instance, PNS requires 47.7 seconds to solve the most
complex problem whereas pfast solves the problem in fewer than 6 seconds (eight
times faster). All problems which require fewer than 10,000 nodes were solved in
less than 0.1 second by PNS and pfast. The absolute time saved is crucial for real-
time applications, e.g., in a Go program. Thus we may conclude that it is valid to
generalize our finding that pfast is performing faster than PNS beyond our test set.
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3.5 Patterns for PNS

As an alternative to MCE, we could use Go patterns to initialize proof and disproof
numbers in the evaluation step of PNS (cf. Subsection 3.1.1). Moreover, we could
use patterns to improve the MCE of MC-PNS. This section describes patterns in
computer Go and in particular 3× 3 patterns (Subsection 3.5.1). They are used in
Experiment 2 as a heuristic for initializing the values of leaves in PNS and also for
altering the probability distribution of MCE in MC-PNS (Subsection 3.5.2).

3.5.1 Patterns in Computer Go

Patterns are a standard means for representing knowledge in computer Go (e.g.,
Bouzy and Cazenave, 2001; Bouzy and Chaslot, 2006). A pattern in computer Go is a
configuration of intersections. High-level representations contain features additional
to the coloring of the intersections. Two examples are: (1) tactical information on
connectivity and (2) life-and-death status. The size of a pattern varies considerably
depending on the application’s purpose. Large-scaled patterns are employed for
openings, while tactical analysis is often guided by small patterns. Patterns can
be created manually or auto-generated (Graepel et al., 2001; Van der Werf, 2004;
Bouzy and Chaslot, 2006).

The patterns applied in Experiment 2 are auto-generated 3×3 patterns. They are
small, but offer the advantage of low pattern-matching cost. This characteristic is a
precondition to any application in the Monte-Carlo framework as given by MC-PNS.
The patterns should match each move in each simulated game. The patterns are
generated by statistical ranking in self-play as described by Bouzy and Chaslot
(2006). Each of the 6,561 patterns describes the desirability of the move in the
center expressed by an integer value. The patterns do not account for information
on the edge of the Go board. They were generated for a MCE Go engine for the
whole game and are not specifically tailored to life-and-death problems.

3.5.2 Two Pattern-Based Heuristics

The patterns are the ingredients for two heuristic variations of PNS. We refer to
them as (1) PNSp and (2) MC-PNSp. As a consequence, we compare four solving
algorithms in total: (i) PNS, (ii) PNSp, (iii) MC-PNS, and (iv) MC-PNSp.

Ad (1). PNSp applies the patterns to a node X by assigning the suggested pattern
value of the last played intersection to pn(X) and dn(X). The desirability depends
on the neighbors surrounding the intersection last played. The intersection’s pattern
value v ranges between 0 and 340. The values of pn and dn are set as pn(X) = 1

v+1
and dn(X) = v

340 . Local knowledge on the desirability of the move last played is
thus taken into account.

Ad (2). MC-PNSp is a variation of MC-PNS. The patterns are employed to alter
the probability distribution of the moves selected for the random sequence. Pure
MC-PNS plays randomly distributed legal moves in each random sequence implying
a uniform distribution of the probability for selecting a move. In MC-PNSp this
uniform distribution is altered by the pattern values. Whenever a move is played
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in a random sequence, the pattern values of the intersections next to that move
are updated. These neighbors’ new pattern values are set according to a matching
pattern. The probability to play at a neighbor is proportional to its pattern value.
Thus, moves evaluated well by the patterns are more likely to be played than moves
less promisingly assessed.

The intuition underlying both heuristics is that main lines of play should be con-
sidered first. These lines are given preference by the pattern evaluation. Comparing
the two heuristics, we may predict that MC-PNSp requires considerably more time
for pattern matching because patterns are matched for each move in each random
sequence. PNSp matches the patterns only once at each new node evaluation.

3.6 Experiment 2: Initialization by Patterns or by
Monte-Carlo Evaluation

The four variations of the PNS algorithm outlined in the previous section (Section
3.5) are tested in Experiment 2: (1) PNS (without heuristics), (2) PNSp (PNS with
pattern heuristic), (3) MC-PNS, and (4) MC-PNSp (MC-PNS with pattern heuris-
tic). Each variation was tested on the test set of 30 life-and-death problems described
in Subsection 3.2.2. The time spent and the number of nodes expanded for solving
each test position were measured for each variation. The number of nodes is an
indication of efficiency. Simultaneously, the memory consumption is measured by
the same number of nodes. In order to account for the randomness of the MCEs
and potential inaccuracy for measuring the small time spans well below a 10th of
a second, each configuration was applied to each test case 20 times. The same test
problems and machinery described for Experiment 1 are used.

3.7 Results of Experiment 2

The experiment required about six hours to complete. All variations solved all
problems correctly. The variations that solved the test cases in decreasing order of
average speed were as follows: first MC-PNS, second MC-PNSp, third PNS, and
fourth PNSp which required most time to solve the problems. PNSp was 3% slower
than PNS, while MC-PNS was ca. two times faster than PNS. With respect to nodes
expanded on average, MC-PNS and MC-PNSp performed equal and better than the
other variants; PNSp performed third best and PNS performed least. The effect of
the patterns was small: PNSp expanded about only 6% fewer nodes than PNS in
total, while MC-PNS expanded about 75% fewer nodes than PNS. MC-PNSp was
about as slow as PNS but used as little space as MC-PNS.

In order to avoid a strong influence of a few large test positions, we suggest
an additional metric for comparing the results. For each test case, a ranking can
be established for each variation. Each variation then ranks either first, second,
third, or fourth in terms of speed performance. Similarly there is a rank for space
consumption. The average ranking is introduced to compare the performance of the
variations on all tests. The average rankings for finding a solution are shown in
Table 3.2.
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Algorithm Time rank Space rank
MC-PNS 1.6 1.6
MC-PNSp 2.6 1.6
PNS 2.7 3.6
PNSp 3.0 3.1

Table 3.2: Time and space ranking of the four compared PNS variations averaged over 30
test problems.

The average ranking by time consumption leads to roughly the same order as
the ranking by space consumption, with one significant exception: PNS solves the
problems faster than PNSp on average (in 17 out of 30 cases), but PNS consumes
more space than PNSp (in two thirds of the cases). However, it should be remarked
that there are two large outliers in the experimental data.

The results can be structured by noting the explicit occurrence of two features:
(1) the Monte-Carlo feature and (2) the pattern feature. The Monte-Carlo feature
is present in MC-PNS and MC-PNSp; the pattern feature is present in PNSp and
MC-PNSp.

The speed of MC-PNS variations was about twice as high as for PNS on average.
Patterns slowed down the speed for finding a solution in both PNS and MC-PNS,
whenever they were applied. This tendency was particularly noticeable in MC-PNSp.
The variations relying on patterns expanded on average about 6% fewer nodes for
each solution but the variation between the feature groups was larger than within
each feature group. Analogously, the variation of time consumption is smaller be-
tween the feature groups than within. The internal variation of time consumption is
larger within the Monte-Carlo-feature group than within the pattern-feature group.
The reverse holds for space consumption.

3.8 Discussion of Experiment 2

The findings of the previous section can be summarized in three observations. (1)
The Monte-Carlo evaluation leads to a better speed improvement than evaluation
by patterns. (2) The patterns slow down the speed of the solver and particularly
hinder it in case of MC-PNSp. (3) There is a positive effect of the pattern heuristic,
evident in the better space ranking of PNSp compared to that of PNS.

These three observations can be explained as follows. (1) The patterns’ positive
effect is outweighed by the cost of matching they impose. (2) While the advantage
can be seen in reduced space consumption, this effect is too weak to result in time
savings. (3) The outliers can be explained by the nature of pattern knowledge. Pat-
terns are static and generalize from common cases. They are therefore potentially
weak at handling exceptions. The effect is particularly strong because the patterns
are not specialized on life-and-death problems (cf. Subsection 3.5.1). So, the com-
bination of patterns and MCE in the manner proposed does not seem promising.
However, overall the results, though not practically applicable in the current state,
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can still be seen as encouraging for future work since opportunities for improvement
exist (cf. Subsection 3.9.2).

3.9 Chapter Conclusion and Future Research

We conclude this chapter by summarizing the results of Experiment 1 and Experi-
ment 2 (Subsection 3.9.1) and give an outlook on future research (Subsection 3.9.2)
based on the findings presented.

3.9.1 Chapter Conclusion

This chapter introduced a new algorithm, MC-PNS, based on MCE within the
PNS framework. An experimental application of the new algorithm and several
variations to the life-and-death sub-problem of Go were described; moreover, its in-
terpretation was presented. It was demonstrated experimentally that given the right
setting of parameters MC-PNS outperforms PNS. For such a setting, MC-PNS is on
average two times faster than PNS and expands four times fewer nodes. Experiment
1 resulted in evidence for assuming that this result will be generalized beyond the
test cases observed. Experiment 2 compared MC-PNS with another pattern-based
heuristic for initialization called PNSp. We observed that MCE initializes proof and
disproof numbers of leaves in PNS better than small patterns do. We speculate that
the reason for the superior performance of MC-PNS is the flexibility of the MCE;
the patterns are a generalization over many game positions and therefore too static
to perform on the same level as MCE.

We may conclude that MC-PNS constitutes a genuine improvement of PNS that
uses MCE to enhance the initialization of proof and disproof numbers. Moreover,
we found that the patterns did not improve MC-PNS. Finally, MC-PNS, although it
is a general search algorithm, requires a domain in which MCE can be implemented
efficiently. We note that, still, MCE is less domain specific than patterns are.

3.9.2 Future Research

We propose three directions of future research related to our findings presented in
this chapter.

(1) The proposed algorithm, MC-PNS, performed well in the domain of Go in
which MCE proved to be useful. Future research should investigate the feasibility of
the approach in other solving scenarios which have binary goals and can be searched
by AND/OR trees. In particular, it would be of great interest to investigate whether
MC-PNS could be successfully applied to one-player games or multi-player games
with more than two players.

(2) The here proposed pattern enhancement of MC-PNS did not contribute to
further improving MC-PNS. This observation does not rule out the possibility that
MC-PNS can be combined with other initialization or move-selection heuristics. As
a more general question, we can ask how different heuristics for PNS and even other
best-first search algorithms can be combined with MCE.
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(3) One reason pointed out for the relatively weak performance of the patterns lies
in the kind of patterns used in Experiment 2. As remarked earlier, the patterns were
originally designed for improving the playing strength of a Monte-Carlo program for
the whole game of Go. More specific patterns for life-and-death problems could
potentially provide better results. For instance, the patterns could be larger and
thus take into account more context.
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Chapter 4

Monte-Carlo Tree Search
Solver

Sections 4.1 and 4.2 of this chapter are based on the following publication.1

• M.H.M. Winands, Y. Björnsson, and J-T. Saito. Monte-Carlo Tree Search Solver.
In H.J. van den Herik, X. Xu, Z. Ma, and M.H.M. Winands, editors, Proceedings of
Computers and Games 2008 Conference (CG‘08), volume 5131 of Lecture Notes in
Computer Science, pp. 25-36. Springer, Berlin, Germany, 2008.

In Chapter 2 we distinguished between two Monte-Carlo methods: (1) Monte-Carlo
Evaluation (MCE) (Abramson, 1990), and (2) Monte-Carlo Tree Search (MCTS)
(Kocsis and Szepesvári, 2006; Coulom, 2007a). Chapter 3 proposed an approach for
using MCE for solving game positions. In this chapter we investigate, in how far
MCTS can be used for solving.

In the course of the last few years, MCTS has advanced the field of computer Go
substantially. Moreover, it is used for other games such as Phantom Go (Cazenave
and Borsboom, 2007) and Clobber (Kocsis, Szepesvári, and Willemson, 2006), and
even for games for which reasonable evaluation functions have been known, e.g.,
Amazons (Lorentz, 2008; Kloetzer, Müller, and Bouzy, 2008), LOA (Winands and
Björnsson, 2010), and Hex (Cazenave and Saffidine, 2009). Although MCTS is able
to find the best move, it is not able to prove the game-theoretic value of (parts of)
the search tree. A search method that is not able to prove or estimate quickly the
game-theoretic value of a node may run into problems. This is especially true for
sudden-death games, such as Chess, that may abruptly end by the creation of one of
a prespecified set of patterns (Allis, 1994) (e.g., checkmate in Chess). In this case αβ
search or Proof-Number Search (PNS) (Allis et al., 1994) is traditionally preferred
to MCTS.

This chapter answers the second research question, RQ 2: How can the Monte-
Carlo Tree Search framework contribute to solving game positions? To that end, we

1The author is grateful to Springer-Verlag for the permission of reusing relevant parts of the
article in the thesis.
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introduce a new MCTS variant called MCTS-Solver that has been designed to prove
the game-theoretic value of a node in a search tree. This is an important step towards
applying MCTS-based approaches effectively in sudden-death-like games (including
Chess). We use the game Lines of Action (LOA) as a testbed. It is an ideal candidate
because its intricacies are less complicated than those of Chess. Therefore, we can
focus on the sudden-death property. In this chapter we assess MCTS-Solver on a
test set of LOA positions. First, we test the influence of the selection strategy on
MCTS-Solver. Second, we compare MCTS-Solver with αβ and PN2. Third, root
parallelization and tree parallelization are evaluated for MCTS-Solver. We note
that we investigate the solving strength of MCTS-Solver; its improvement in playing
strength was already investigated by Winands et al. (2008). Experimental results
indicated that MCTS-Solver defeated the original MCTS program by a winning score
of 65%.

The chapter is organized as follows. In Section 4.1 we introduce MCTS-Solver. In
Section 4.2 we discuss its application to LOA. We empirically evaluate the method in
Section 4.3. Finally, Section 4.4 gives conclusions and an outlook on future research.

4.1 Monte-Carlo Tree Search Solver

Although MCTS is unable to prove the game-theoretic value, in the long run MCTS
equipped with the UCT formula is able to converge to the game-theoretic value. For
example, in endgame positions of fixed-termination games like Go and Amazons,
MCTS is able to find the optimal move relatively fast (Zhang and Chen, 2007;
Kloetzer et al., 2008). However, in a sudden-death game like LOA, where the main
line towards the winning position is narrow, MCTS may often lead to an erroneous
outcome because the nodes’ values in the tree do not converge fast enough to their
game-theoretic value. For example, if we let MCTS analyze the LOA position in
Figure 4.1 for 5 seconds, it selects c7xc4 as the best move, winning 67.2% of the
simulations. However, this move is a forced 8-ply loss, while f8-f7 (scoring 48.2%) is
a 7-ply win.2 Only when we let MCTS search for 60 seconds, it selects the optimal
move. For a reference, we remark that it takes αβ in this position less than a second
to select the best move and prove the win.

We designed a new variant called MCTS-Solver which is able to prove the game-
theoretic value of a position. Of the four stages of MCTS (described in Chapter 2)
two are changed for MCTS-Solver. The simulation and expansion stages remain the
same. The backpropagation and the selection are modified for MCTS-Solver. The
changes are discussed in Subsections 4.1.1 and 4.1.2, respectively. The pseudocode
of MCTS-Solver is given in Subsection 4.1.3.

2The rules of LOA can be found in Appendix A.
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1

Figure 4.1: LOA position with White to move.

4.1.1 Backpropagation

In addition to backpropagating the values {1,0,−1}, the search also propagates the
game-theoretic values ∞ or −∞.3 The search assigns ∞ or −∞ to a won or lost
terminal position for the player to move in the tree, respectively. Propagating the
values back in the tree is performed similar to negamax (Knuth and Moore, 1975)
in the context of minimax search in such a way that we do not have to distinguish
between MIN and MAX nodes. If the selected move (child) of a node returns∞, the
node is a win. To prove that a node is a win, it suffices to prove that one child of
that node is a win. In the case that the selected child of a node returns −∞, all its
siblings have to be checked. If their values are also −∞, the node is a loss. To prove
that a node is a loss, we must prove that all its children lead to a loss. In the case
that one or more siblings of the node have a different value, we cannot prove the loss.
Therefore, we will propagate −1, the result for a lost game, instead of −∞, the game-
theoretic value of a position. We note that the backpropagation of game-theoretic
values is similar to the backpropagation of another solving algorithm, namely PNS.
The value of the node will be updated according to the backpropagation strategy as
described in Subsection 2.3.2.

4.1.2 Selection

As seen in the previous subsection, a node can have the game-theoretic value ∞
or −∞. The question arises how these game-theoretic values affect the selection
strategy. Of course, when a child is a proven win, the node itself is a proven win,
and no selection has to take place. But when one or more children are proven
to be a loss, it is tempting to discard them in the selection phase. However, this
can lead to overestimating the value of a node, especially when moves are pseudo-
randomly selected by the simulation strategy. For example, in Figure 4.2 we have

3Draws are in general more problematic to prove than wins and losses. Because draws only
happen in exceptional cases in our test domain LOA, we took the decision not to handle proven
draws separately; in this way we maintain efficiency.
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Figure 4.2: Search trees showing a weakness of Monte-Carlo evaluation.

three one-ply subtrees. Leaf nodes B and C are proven to be a loss, indicated by −∞;
the numbers below the other leaves are the expected pay-off values. Assume that
we select the moves with the same likelihood (as could happen when a simulation
strategy is applied). If we would prune the loss nodes, we would prefer node A to
E. The average of A would be 0.4 and that of E 0.37. It is easy to see that A is
overestimated because E has more good moves.

If we do not prune proven loss nodes, we run the risk of underestimation. Espe-
cially, when we have a strong preference for certain moves (because of a bias) or we
would like to explore our options (because of the UCT formula), we could under-
estimate positions. Assume that we have a strong preference for the first move in
the subtrees of Figure 4.2. We would prefer node I to A. It is easy to see that A is
underestimated because I has no good moves at all.

Based on preliminary experiments (cf. Winands et al., 2008), selection is per-
formed in the following way. In case a selection strategy such as UCT is applied,
child nodes with the value −∞ will never be selected. For nodes of which the visit
count is below a certain threshold, moves are selected according to the simulation
strategy instead of selection strategy. In that case, children with the value −∞ can
be selected. However, when a child with a value −∞ is selected, the search is not
continued at that point. The results are propagated backwards according to the
strategy described in the previous subsection.

For a node N that has not been visited yet, we test whether one of its moves
leads directly to a win or all moves are losses at N. If there is such a move, we
stop searching at this node and set the node’s value. This check at node N must be
performed because otherwise it could take many simulations before the child leading
to a mate-in-one is selected and the N is proven.

4.1.3 Pseudocode for MCTS-Solver

The pseudocode for MCTS-Solver is listed in Algorithm 4.1. The algorithm is con-
structed similar to negamax in the context of minimax search. select(Node N) is
the selection function as discussed in Subsection 4.1.2, which returns the best child
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of the node N . The procedure add_to_tree(Node N) adds one more node to the
tree; play_out(Node N) is the function which plays a simulated game from the node
N , and returns the result R ∈ {1, 0,−1} of this game; compute_average(Integer
R) is the procedure that updates the value of the node depending on the result R of
the last simulated game; get_children(Node N) generates the children of node N .

4.2 Monte-Carlo LOA

In this section we discuss how we applied MCTS-Solver to LOA. First, we propose
possible selection strategies for MCTS-Solver in Subsection 4.2.1. We explain the
simulation strategy in Subsection 4.2.1. Finally, we discuss how we parallelized the
search in Subsection 4.2.3.

4.2.1 Selection Strategies

We use the UCT (Upper Confidence bounds applied to Trees) strategy (Kocsis and
Szepesvári, 2006). UCT is easy to implement and used in many Monte-Carlo Go
programs. UCT can be enhanced with Progressive Bias (PB) (Chaslot et al., 2008b).
PB is a technique to embed domain-knowledge bias into the UCT formula. It was
successfully applied in the Go program Mango (Chaslot et al., 2008b). UCT with
PB works as follows. Let I be the set of nodes immediately reachable from the
current node p. The selection strategy selects the child k of the node p that satisfies
Formula 4.1:

k ∈ argmaxi∈I
(
vi +

√
C × lnnp

ni
+
W × Pmc
ni + 1

)
, (4.1)

where vi is the value of the node i, ni is the visit count of i, and np is the visit
count of p. C is a coefficient which must be tuned experimentally. W×Pmc

ni+1 is the PB
part of the formula. W is a constant which must be set manually (here W = 50).
Pmc is the transition probability of a move category mc (Tsuruoka, Yokoyama, and
Chikayama, 2002).

For each move category (e.g., capture, blocking) the probability that a move
belonging to that category will be played is determined. The probability is called
the transition probability. This statistic is obtained off-line from game records of
matches played by expert players. The transition probability for a move category
mc is calculated as follows:

Pmc =
nplayed(mc)

navailable(mc)
, (4.2)
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Algorithm 4.1: Pseudocode for MCTS-Solver.

50 CHAPTER 4. MONTE-CARLO TREE SEARCH SOLVER

Algorithm 4.1 Pseudo code for MCTS-Solver.

1: procedure MCTSSolver(Node N) . search one iteration in N
2: . return its value
3: if N.player to move wins() then return ∞
4: else
5: if N.player to move loses() then return −∞
6: end if
7: end if
8:

9: B = select(N) . B is best child of N
10:

11: if B.value != ∞ AND B.value != −∞ then
12: if B.visit count == 0 then
13: R = -play out(B) . R is result of this call
14: add to tree(B)
15: goto DONE
16: else
17: R = -MCTSSolver(B)
18: end if
19: else
20: R = B.value
21: end if
22:

23: if R == ∞ then
24: N.value = −∞
25: return R
26: else
27: if R == −∞ then
28: for C in N.children do
29: if C.value != R then
30: R = -1
31: goto DONE
32: end if
33: end for
34: end if
35: N.value = ∞
36: return R
37: end if
38:

39: DONE:
40: N.compute average(R) . also increases N.visit count
41: return R
42:

43: end procedure
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where nplayed(mc) is the number of game positions in which a move belonging to
category mc was played, and navailable(mc) is the number of positions in which moves
belonging to category mc were available.

The move categories of the MC-LOA program are similar to the ones used in the
Realization-Probability Search of the program MIA (Winands and Björnsson, 2008).
They are applied in the following way. First, we classify moves as captures or non-
captures. Next, moves are further sub-classified based on the origin and destination
squares. The board is divided into five different regions: the corners, the 8× 8 outer
rim (except corners), the 6× 6 inner rim, the 4× 4 inner rim, and the central 2× 2
board. Finally, moves are further classified based on the number of squares traveled
away from or towards the center-of-mass.

The influence of PB has to be important when a few games have been played but
has to decrease fast (when more games have been played) to ensure that the strategy
converges to the UCT selection strategy. Standard, this is done through dividing
the PB component by the number of games played through that node (i.e., ni). A
disadvantage is that by dividing by ni the decrease rate of PB is independent of the
actual value of a child (i.e., vi). Nodes that do not perform well should not be biased
that long, whereas nodes that continue to have a high score should continue to be
biased. Instead of dividing the PB component by the number of games played, it
may be divided by the number of losses li (Nijssen and Winands, 2010) in Formula
4.3.

k ∈ argmaxi∈I
(
vi +

√
C × lnnp

ni
+
W × Pmc
li + 1

)
, (4.3)

Moreover, favoring nodes with a high value could be taken a step further by
replacing every ni with li which would produce Formula 4.4.

k ∈ argmaxi∈I
(
vi +

√
C × lnnp

li
+
W × Pmc
li + 1

)
, (4.4)

All three PB variants are available in the MCTS program. In Section 4.3, we will
determine which PB variant works the best for solving positions. Regarding playing
strength, applying the standard PB enables that the MC-LOA program wins almost
75% of the games against the standard UCT. The two enhanced variants only gave
a slight additional improvement.

Finally, we remark that the selection strategy is applied only at nodes with a
visit count higher than a certain threshold T (here 5) (Coulom, 2007a). If the node
has been visited fewer times than this threshold, the next move is selected according
to the simulation strategy discussed in the next subsection.
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4.2.2 Simulation Strategy

In the Monte-Carlo LOA program, the move categories together with their transition
probabilities, as discussed in Subsection 4.2.1, are used to select the moves pseudo-
randomly during the MCE. The simulation strategy draws the moves randomly based
on their transition probabilities in the first part of a simulation, but selects them
based on their evaluation score in the second part of a simulation (cf. Winands and
Björnsson, 2010).

A simulation requires that the number of moves per game is limited. When
considering the game of LOA, the simulated game is stopped after 200 moves and
scored as a draw. The game is also stopped when heuristic knowledge indicates that
the game is probably over. In general, once a LOA position gets very lopsided, an
evaluation function can return a quite trustworthy score, more so than even elaborate
simulation strategies. The game can thus be safely terminated both earlier and with
a more accurate score than if continuing the simulation (which might fail to deliver
the win). We use the MIA 4.5 evaluation function (Winands and Van den Herik,
2006) for this purpose. When the evaluation function gives a value that exceeds a
certain threshold (i.e., 700 points), the game is scored as a win. If the evaluation
function gives a value that is below a certain threshold (i.e., −700 points), the game
is scored as a loss. For efficiency reasons the evaluation function is called only every
3 plies, starting at the second ply (thus at 2, 5, 8, 11 etc.).

4.2.3 Parallelization

The MC-LOA program employs two parallelization methods, (1) root parallelization
and (2) tree parallelization. They are explained below.

Root Parallelization

“Single-run” parallelization (Cazenave and Jouandeau, 2007), also called root paral-
lelization (Chaslot et al., 2008a) consists of building multiple MCTS trees in parallel,
with one thread per tree. These threads do not share information with each other.
When the available time is up, all the root children of the separate MCTS trees
are merged with their corresponding clones. For each group of clones, the scores of
all games played are added. Based on this grand total, the best move is selected.
This parallelization method only requires a minimal amount of communication be-
tween threads, so the parallelization is easy to implement even on a cluster. For a
small number of threads, root parallelization performs remarkably well in compari-
son to other parallelization methods (Cazenave and Jouandeau, 2007; Chaslot et al.,
2008a). Root parallelization improved the playing strength of the MC-LOA program
considerably (Winands and Björnsson, 2010).

Tree Parallelization

Tree parallelization (Cazenave and Jouandeau, 2007; Chaslot et al., 2008a) uses one
shared tree from which several simultaneous games are played. Each thread can
modify the information contained in the tree; therefore, care needs to be taken to
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prevent that threads corrupt the values of the nodes by simultaneously operating
on the same data. A lock is used when a leaf is expanded to prevent corruption
of data. Inspired by the suggestion of Enzenberger and Müller (2010), no locks are
used when two threads access the same internal node. At the moment that two
threads try to update a node at the same time, one of the updates may be lost. In
our implementation, a special check takes care that the game-theoretic value of a
proven node is never overwritten.

If several threads start from the root at the same time, it is possible that they
traverse the tree for a large part along the same path. Simulated games might start
from leaves close to each other. It may even occur that simulated games begin from
the same leaf node. Because a search tree typically has millions of nodes, it may
be redundant to explore a rather small part of the tree several times. Instead of
selecting the child solely on its UCT score, we added a small random factor to the
UCT formulas. Shoham and Toledo (2002) call this the randomization of the move
selection. Randomization of the move selection has been shown to be beneficial
for parallelizing best-first search in the past (cf. Shoham and Toledo, 2002; Saito,
Winands, and Van den Herik, 2010, and Chapter 5 of this thesis). Adding a random
factor to Formula 4.4 produces Formula 4.5.

k ∈ argmaxi∈I
(
vi +

√
C × lnnp

li
+
W × Pmc
li + 1

+ k × ε
)

, (4.5)

where ε is a random variable, ε ∈ [0, 1] and k a constant. This constant is here set
to 0.02, to ensure that playing strength is at least the same as when applying root
parallelization.

4.3 Experiments

In this section we evaluate the tactical performance of MCTS-Solver by testing it
on LOA endgame positions. First, we explain briefly the experimental setup in
Subsection 4.3.1. Next, we test the influence of the selection strategy on MCTS-
Solver in Subsection 4.3.2. Subsequently, we compare MCTS-Solver with αβ and
PN2 search in Subsection 4.3.3. Finally, root parallelization and tree parallelization
are evaluated for MCTS-Solver in 4.3.4.

4.3.1 Experimental Setup

We tested MCTS-Solver on 488 endgame positions of Lines of Action (LOA).4 This
test set and subsets thereof have been used frequently in the past (Pawlewicz and
Lew, 2007; Sakuta et al., 2003; Winands et al., 2003b). We note that the rules
of LOA can be found in the Appendix A. All experiments are carried out on a
Linux server with eight 2.66 GHz Xeon cores and 8 GB of RAM. In this section

4The test set is available at www.personeel.unimaas.nl/m-winands/loa/tscg2002a.zip.
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MCTS-Solver is compared with αβ and PN2 search. The details of αβ and PN2 are
discussed below. All search algorithms have been implemented in Java.

αβ Search

The αβ search performs a depth-first iterative-deepening in the PVS / NegaScout
framework (Marsland, 1983; Reinefeld, 1983). The evaluation function of MIA 4.5
is used (Winands and Van den Herik, 2006) to assess the values of leaf nodes. A
TwoDeep transposition table (Breuker et al., 1996) is applied to prune a subtree or
to narrow the αβ window. At all interior nodes that are more than 2 plies away
from the leaves, it generates all moves to perform Enhanced Transposition Cutoffs
(ETC) (Schaeffer and Plaat, 1996). For move ordering, the move stored in the
transposition table (if applicable) is always tried first, followed by two killer moves
(Akl and Newborn, 1977). These are the last two moves that were best or at least
caused a cutoff at the given depth. Thereafter follow: (1) capture moves going to
the inner area (the central 4× 4 board) and (2) capture moves going to the middle
area (the 6 × 6 rim). All the remaining moves are ordered decreasingly according
to the relative history heuristic (Winands et al., 2006). At the leaf nodes of the
regular search, a quiescence search is performed to get more accurate evaluations
(cf. Schrüfer, 1989).

PN2 Search

The PN2 search used, was previously employed to solve 6×6 LOA (cf. Winands,
2008). In this implementation, the proof number and disproof number are initialized
to values 1 and n, respectively, for an OR node (and the reverse for an AND node),
where n is the number of legal moves. In LOA, n is equivalent to the mobility of the
moving player. It is also an important feature in the evaluation function (Winands,
Van den Herik, and Uiterwijk, 2003a). It is known that mobility speeds up PN with
a factor of 5 to 6 (Winands, 2004).

As a reminder, we note that PN2 consists of two levels of PN search. The first
level consists of a PN search (PN1) which calls a PN search at the second level (PN2)
for an evaluation of the most-proving node of the PN1 tree. This PN2 search is bound
by a maximum number of nodes N to be stored in memory. In this implementation,
N is equal to the size of the PN1 tree (Allis, 1994). The PN2 search is stopped when
the number of nodes stored in memory exceeds N or the subtree is (dis)proven. After
completion of the PN2 search, the children of the root of the PN2 tree are preserved,
but subtrees are removed from memory.

4.3.2 Selection Strategies

In the first experiment we test the effect of enhancing MCTS-Solver with Progressive
Bias (PB) on a set of 488 forced-win LOA positions. We compare the standard UCT
selection strategy with the three PB variants, here called Classic PB, PB-L1, and
PB-L2 (i.e., Formulas 4.1, 4.3 and 4.4, respectively). We will look how much effort
(in nodes and CPU time) it takes to solve endgame positions. For MCTS-Solver, all
children at a leaf node, evaluated for the termination condition during the search
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(cf. Subsection 4.1.2), are counted. The maximum number of nodes searched is
5,000,000. The limit ensures that MCTS-Solver does not use more than 30 seconds
for trying to solve a position.

The results are given in Table 4.1. The first column gives the names of the
algorithms, the second the number of positions solved, and the third and fourth the
number of nodes searched and the time it took, respectively. In the second column
we see that 174 positions are solved by UCT, 245 by Classic PB, 306 by PB-L1, and
319 by PB-L2. In the third and fourth column the number of nodes and the time
consumed are given for the subset of 154 positions which all algorithms are able to
solve. We see that the PB variants not only solve more problems, but also that they
explore considerably smaller trees than the UCT variant. For the best PB variant,
PB-L2, positions were solved tree times faster in nodes and time than UCT. We may
conclude that PB not only improves the playing performance but also the solving
performance.

# positions solved 154 positions
Algorithm (out of 488) Total nodes Total time (ms.)

UCT 174 148,278,311 514,933
Classic PB 245 103,369,811 381,944

PB-L1 306 57,010,037 212,437
PB-L2 319 45,444,437 171,246

Table 4.1: Comparing different selection strategies on 488 test positions with a limit of
5,000,000 nodes.

For better insight into how much faster the enhanced PB variants, PB-L1 and
PB-L2, are than the Classic PB in CPU time, a second comparison was performed.
In Table 4.2 we compare Classic PB, PB-L1, and PB-L2 on the subset of 224 test
positions which the three algorithms were able to solve. The table reveals that the
PB-L1 and PB-L2 are 1.5 to 2 times faster than Classic-PB in CPU time. Taking
into account the number of losses instead of the number of visits in the PB formula
improves the solving strength of MCTS-Solver.

Algorithm Total nodes Total time (ms.)
Classic PB 217,975,808 799,893
PB-L1 138,742,124 497,161
PB-L2 124,635,541 448,170

Table 4.2: Comparing the different Progressive-Bias variants on 224 test positions with a
limit of 5,000,000 nodes.

Finally, to assess which of the enhanced PB variants, PB-L1 and PB-L2, is the
best, we performed a third comparison. In Table 4.3 we compare PB-L1 and PB-L2
on a subset of 286 test positions which both algorithms were able to solve. We can
see that PB-L2 is 10 to 15% faster in nodes and CPU time than PB-L1. For the
remaining experiments of this chapter we will use the PB-L2 enhancement.
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Algorithm Total nodes Total time (ms.)
PB-L1 254,285,077 914,709
PB-L2 222,521,350 795,575

Table 4.3: Comparing PB-L1 and PB-L2 on 286 test positions with a limit of 5,000,000
nodes.

4.3.3 Comparing Different Solvers

In this section we test the tactical performance of MCTS-Solver by comparing it
to αβ search and PN2. The goal is to investigate the effectiveness of the MCTS-
Solver experimentally. We will measure how much effort (in nodes and CPU time) it
takes to solve endgame positions. For the αβ depth-first iterative-deepening search,
nodes at depth i are counted only during the first iteration that the level is reached.
This is in agreement with the way analogous comparisons have been carried out by
Allis et al. (1994). For PN2 all nodes evaluated for the termination condition during
the search are counted. MCTS-Solver, PN2, and αβ are tested on the same set of
488 forced-win LOA positions. Two comparisons are made below.

Table 4.4 gives the results of MCTS-Solver, PN2, and αβ on the set of 488 LOA
positions. The maximum number of nodes searched is again 5,000,000. In the second
column of Table 4.4 we see that 319 positions were solved by the MCTS-Solver, 252
positions by αβ, and 405 positions by PN2. In the third and fourth column the
number of nodes and the time consumed are given for the subset of 218 positions
which all three algorithms were able to solve. If we have a look at the fourth column,
we see that PN2 search is the fasted and that MCTS-Solver is the slowest, although
its speed is not much slower that of αβ search: PN2 is (slightly more than) 5 times
faster than MCTS-Solver whereas αβ is only 1.3 times faster than MCTS-Solver.

Algorithm # positions solved 218 positions
(out of 488) Total nodes Total time (ms.)

MCTS-Solver 319 153,863,729 497,859
αβ 252 217,800,566 355,061

PN2 405 120,489,289 92,636

Table 4.4: Comparing MCTS-Solver, αβ, and PN2 on 488 test positions with a limit of
5,000,000 nodes.

For a better insight into how much faster PN2 is than MCTS-Solver in CPU time,
we conducted a second comparison. In Table 4.5 we compare PN2 and MCTS-Solver
on the subset of 304 test positions which both algorithms were able to solve. Again,
PN2 solves positions approximately 5 times faster than MCTS-Solver.
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Algorithm Total nodes Total time (ms.)
MCTS-Solver 274,602,402 948,124
PN2 245,786,282 189,893

Table 4.5: Comparing MCTS-Solver and PN2 on 304 test positions.

4.3.4 Testing Parallelized Monte-Carlo Tree Search Solver

In the next series of experiments we tested the performance of root parallelization
for solving 319 positions which the regular MCTS-Solver (cf. Table 4.4) was able
to solve. The results regarding time and nodes evaluated are given for 1, 2, 4,
and 8 threads in Table 4.6. We remark that the root parallelization for 1 thread
behaves exactly the same as the MCTS-Solver tested in the previous subsection. We
observe that the scaling factors for 2, 4, and 8 threads, are only 1.1, 1.3, and 1.4,
respectively. The results for root parallelization is therefore rather weak. The reason
for the mediocre scaling is that this parallelization method builds substantially larger
trees. For instance, in the case of 8 threads, the search explores 5.4 times more nodes
than the standard MCTS-Solver.

Processors 1 2 4 8
Total time (ms.) 1,097,167 979,239 842,531 811,426
Total scaling factor 1 1.1 1.3 1.4
Total nodes evaluated 308,722,292 541,309,966 937,087,892 1,666,367,476

Table 4.6: Experimental results for MCTS-Solver with root parallelization on 319 test
positions.

In the second series of experiments we tested the performance of tree paralleliza-
tion by comparing it to the regular MCTS-Solver. We note that tree parallelization
with one thread does not behave the same as MCTS-Solver caused by the random
factor in the selection strategy. The results regarding time and nodes evaluated, on
the subsets that both algorithms could solve for 1, 2, 4, and 8 threads are given in
Table 4.6. For 1, 2, 4, and 8 threads these subsets consisted of 298, 314, 317, and
315 positions.

We observe that the scaling factor for 1, 2, 4, and 8 threads is 0.84, 1.4, 2.2
and 4.1, respectively. Compared to root parallelization the scaling factor of tree
parallelization is better for configurations consisting of more than 1 thread. The
tree parallelization with one thread spends approximately 20% more time than the
standard MCTS-Solver. This slowing down is due to the randomization of the selec-
tion strategy. Moreover, we notice that the tree parallelization builds smaller trees
than root parallelization. For instance, in the case of 8 threads, tree parallelization
searches 1.3 times more nodes whereas root parallelization searches 5.4 times more
nodes.
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Processors 1 2 4 8

Solved positions 298 314 317 315

MCTS-Solver
Total time (ms.) 860,599 1,040,594 1,074,670 1,049,238
Total nodes evaluated 242,905,355 295,828,149 303,362,399 298,530,220

Parallel MCTS-Solver
Total time (ms.) 1,027,303 751,816 484,176 257,543
Total nodes evaluated 264,398,977 355,828,413 412,037,677 400,838,588

Total scaling factor 0.84 1.4 2.2 4.1

Table 4.7: Experimental results for MCTS-Solver with tree parallelization.

4.4 Chapter Conclusion and Future Research

We end this chapter by summarizing the results of the experiments (Subsection 4.4.1)
and giving an outlook on future research (Subsection 4.4.2) based on the findings
presented.

4.4.1 Chapter Conclusion

In this chapter we introduced a new MCTS variant, called MCTS-Solver. This
variant differs from the traditional Monte-Carlo approaches in that it can solve
positions by proving game-theoretic values. As a side effect it converges much faster
to the best move in narrow tactical lines. This is especially important in tactical
sudden-death-like games such as LOA. We discussed four selection strategies: UCT,
“classic” Progressive Bias (PB), and two enhanced PB variants: PB-L1 and PB-L2.
Experiments in LOA revealed that PB-L2 which takes the number of losses into
account, solved the most positions and was the fastest (i.e., it solved positions in
3 times less time than UCT). In our comparison of MCTS-Solver and αβ, MCTS-
Solver required about the same effort as αβ to solve positions. However, PN2 was
in general 5 times faster than MCTS-Solver. Finally, we found empirically that tree
parallelization for MCTS-Solver has a scaling factor of ca. 4 with 8 threads, easily
outperforming root parallelization.

Two conclusions may be drawn from the work presented in this chapter. The
first conclusion is that at least during game-play (online) MCTS-Solver is comparable
with a standard αβ search in solving positions. However, for offline solving positions,
PNS is still a better choice. We remark that an αβ search with variable-depth meth-
ods such as singular-extensions (Anantharaman, Campbell, and Hsu, 1988), null-
move (Donninger, 1993), multi-cut (Björnsson and Marsland, 1999; Winands et al.,
2005) and Realization Probability Search (Tsuruoka et al., 2002; Winands and
Björnsson, 2008) could have given similar results. Although, there is no guaran-
tee that they improve the αβ search for a given domain.
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The second conclusion we may draw is that the strength of MCTS-Solver is
dependent on enhancements such as PB. Just as for αβ, search enhancements (cf.
Marsland, 1986) are crucial for the performance.

4.4.2 Future Research

For search methods based on MCE, to be able to handle proven outcomes is an
essential step. With continuing improvements it is not unlikely that in the not so
distant future enhanced MCE-based approaches may even become an alternative
to PNS. As future research, experiments are envisaged in other games to test the
performance of MCTS-Solver. One possible next step would be to test the method in
Go, a domain in which MCTS is already widely used. What makes this a somewhat
more difficult task is that additional work is required in enabling perfect endgame
knowledge – such as Benson’s Algorithm (Benson, 1988; Van der Werf et al., 2003)
– in MCTS.
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Chapter 5

Parallel Proof-Number
Search

This chapter is based on the following publications.1

1. J-T. Saito, M.H.M. Winands and H.J. van den Herik. Randomized Parallel Proof-
Number Search. In T. Calders, K. Tuyls, and M. Pechenizkiy, editors, Proceedings
of the 21st BeNeLux Conference on Artificial Intelligence (BNAIC‘09), pp. 365–366,
TU/e Eindhoven, Eindhoven, The Netherlands, 2009.

2. J-T. Saito, M.H.M. Winands and H.J. van den Herik. Randomized Parallel Proof-
Number Search. In H.J. van den Herik and P. Spronck, editors, Proceedings of the
13th Advances in Computer Games Conference (ACG‘09), volume 6048 of Lecture
Notes in Computer Science, pp. 75-87. Springer, Berlin, Germany, 2010.

A variety of parallel αβ algorithms have been proposed in the past (cf. Brock-
ington, 1996), but so far little research has been conducted on parallelizing PNS.
With multi-core processors becoming established as standard equipment, paralleliz-
ing PNS has become an important topic. Pioneering research has been conducted
by Kishimoto and Kotani (1999), who parallelized the depth-first PNS variant PDS.
His algorithm, called ParaPDS, is designed for distributed memory systems.

This chapter addresses RQ 3: How can Proof-Number Search be parallelized? We
parallelize PNS and PN2 for shared-memory systems. The parallelization is based
on randomizing the move selection of multiple threads, which operate on the same
search tree. The new method is called Randomized Parallel Proof-Number Search
(RP–PNS). Its PN2 version is called RP–PN2. We evaluate the new parallelization
on a set of LOA problems.

The chapter is organized in four sections. Section 5.1 describes the parallelization
of search algorithms in general in as far as it is relevant for this work. Moreover,
the only other existing parallelization of PNS, ParaPDS, is explained. Section 5.2
introduces our new parallelization of PNS and PN2, i.e., RP–PNS and RP–PN2. In

1The author is grateful to Springer-Verlag for the permission to reuse relevant parts of the article
in the thesis.
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Section 5.3 RP–PNS and RP–PN2 are tested on a set of LOA endgame positions.
Section 5.4 concludes this chapter and gives directions for future work.

5.1 Parallelization of PNS

This section introduces some basic concepts for describing the behavior of par-
allel search algorithms (Subsection 5.1.1), outlines ParaPDS, a parallelization of
PDS (Subsection 5.1.2), and explains parallel randomized search (Subsection 5.1.3).

5.1.1 Terminology

Parallelization aims at reducing the time that a sequential algorithm requires for
terminating successfully. The speedup is achieved by distributing computations to
multiple threads executed in parallel.

Parallelization gains from dividing computation by multiple resources but si-
multaneously it may impose a computational cost. According to Brockington and
Schaeffer (1997) three kinds of overhead may occur when parallelizing a search al-
gorithm: (1) search overhead, resulting from extra search not performed by the se-
quential algorithm; (2) synchronization overhead, created at synchronization points
when one thread is idle waiting for another thread; (3) communication overhead,
created by exchanging information between threads.

Search overhead is straightforward and can be measured by the number of addi-
tional nodes searched. Synchronization and communication overhead depend on the
kind of information sharing used. There are two kinds of information sharing: (i)
message passing and (ii) shared memory. Message passing simply consists of pass-
ing information between memory units exclusively accessed by a particular thread.
Under shared memory all threads can access a common part of memory. With the
advent of multi-core CPUs memory sharing has become common place.

An important property governing the behavior of parallel algorithms is scaling.
It describes the efficiency of parallelization with respect to the number of threads as
a fractional relation t1/tT between the time t1 for terminating successfully with one
thread and the time tT for terminating successfully with T threads.

5.1.2 ParaPDS and the Master-Servant Design

The only existing parallelization of PNS described in the literature has so far been
ParaPDS by Kishimoto and Kotani (1999).2 This pioneering work of parallel PNS
achieved a speedup of 3.6 on 16 processors on a distributed memory machine. We
note that Kishimoto and Kotani referred to processes instead and whereas we refer
to threads in our shared memory setting. ParaPDS relies on a master-servant design.

2Conceptually related to PNS is Conspiracy-Number Search (CNS) by McAllester (1988).
Lorenz (2001) proposes to parallelize a variant of CNS (PCCNS). PCCNS uses a master-servant
model (“Employer-Worker Relationship”).
We note that just before the printing of this thesis, a parallel version of df-pn on shared mem-
ory systems has been proposed by Kaneko (2010). It was tested on Shogi problems on which it
produced a scaling factor of 3.6 with 8 threads.



5.1 — Parallelization of PNS 61

One master process is coordinating the work of several servant processes. The master
manages a search tree up to a fixed depth d. The master traverses through the tree
in a depth-first manner typical for PDS. On reaching depth d it assigns the work of
searching further to an idle servant. The search results of the servant process are
backed up by the master.

The overhead created by ParaPDS is mainly a search overhead. There are two
reasons for this overhead: (1) lack of a shared-memory transposition table, and
(2) the particular master-servant design. Regarding reason (1), ParaPDS is asyn-
chronous, i.e., no data is passed between the processes except at the initialization
and the return of a servant process. ParaPDS thereby avoids message passing. The
algorithm is designed for distributed-memory machines common at the time Para-
PDS was invented (i.e., 1999). Transposition tables are important to PDS, as this
variation of PNS performs iterative deepening. An implication of using distributed-
memory machines is that ParaPDS cannot profit from a shared transposition table
and loses time on re-searching nodes. Regarding reason (2), the master-servant de-
sign can lead to situations in which multiple servant processes are idle because the
master process is too busy updating the results of another process or finding the
next candidate to pass to a servant process.

One may speculate that the lack of a shared-memory transposition table in Para-
PDS could nowadays be amended to a certain degree, at the expense of a synchro-
nization overhead, by the availability of shared-memory machines. However, the
second reason for ParaPDS’ overhead due to the master-servant design still remains.

5.1.3 Randomized Parallelization

An alternative to the master-servant design of ParaPDS for parallelizing tree search
is randomized parallelization. Shoham and Toledo (2002) proposed a method for
parallelizing any kind of best-first search on AND/OR trees. The method relies
on a heuristic which may seem counterintuitive at first. Instead of selecting the
child with the best heuristic evaluation, a probability distribution of the children
determines which node is selected. Shoham and Toledo call this a randomization
of the move selection. Randomized Parallel Proof-Number Search (RP–PNS) as
proposed in this chapter adheres to the principle of randomized parallelization. The
specific probability distribution is obviously based on the selection heuristic. We
note that we successfully applied this randomization technique to MCTS-Solver (cf.
Chapter 4).

The master-servant design of ParaPDS and randomized parallelization may be
compared as follows. ParaPDS maintains a privileged master thread: only the mas-
ter thread operates on the top-level tree. The master thread selects the subtree
in which the servant threads search. It also coordinates the results of the servant
processes. Each servant thread maintains a separate transposition table in memory.
In randomized parallelization there is no master thread. Each thread is guided by
its own probabilities for selecting the branch to explore. There is no communication
overhead but instead there is synchronization overhead. All threads can operate on
the same tree which is held in shared memory.
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5.2 RP–PNS

This section introduces RP–PNS. Subsection 5.2.1 explains the basic functioning
of RP–PNS and describes how it differs from ParaPDS. Subsection 5.2.2 explains
details of the implementation of RP–PNS.

5.2.1 Detailed Description of Randomized Parallelization for
PNS

There are two kinds of threads in RP–PNS: (1) principal-variation (PV) threads,
and (2) alternative threads. RP–PNS maintains one PV thread; all other threads
operating on the search tree are alternative threads. Both kinds of threads apply a
best-first selection heuristic in which the most-proving node is calculated. In the PV
thread, the most-proving node is always selected. In alternative threads a probability
determines if the most-proving node or one of its siblings is selected.

The PV thread always applies the same selection strategy as sequential PNS.
At a node N in the PV thread the most-proving child is selected. Its value is the
most-proving number which corresponds exactly to the proof or disproof number
of most-proving child. More precisely, if N is an OR node, the successor with the
smallest proof number is always selected; if N is an AND node, the successor with
the smallest disproof number is always selected. The PV thread therefore operates
on the PV, i.e., the path from root to leaf following the heuristic for finding the
most-proving node. We call this selection strategy PV selection strategy and a child
on the PV, a PV node.

The alternative threads select a node according to a modified selection strategy.
Instead of always selecting the most-proving node, there is a chance of selecting a
suboptimal sibling. A probability distribution in the heuristic creates the desired
effect: the expanded nodes are always close to the PV since nodes expanded in
alternative threads would likely be on the PV at a later cycle. The alternative
threads anticipate a possible future PV. The probability of a suboptimal node to be
selected for an alternative thread depends on the degree by which it deviates from
the PV. In the selection step, alternative threads consider a subset of best children
instead of always picking the single best child. All children in this subset have the
same probability to be selected.

More precisely, the probability of an alternative thread to select a child of a node
N can be calculated as follows. If N is an OR node, we define φD(N) to be the number
of N’s children C for which pn(C) ≤ pn(N) +D. Analogously, if N is an AND node,
we define δD(N) to be the number of N’s children C for which dn(C) ≤ dn(N) + D.
The probability p(N,C) to select a certain child C of N is then given by Formula 5.1:

p(N,C) =

 (φD(N))−1 : N is an OR node and pn(C) ≤ pn(N) +D
(δD(N))−1 : N is an AND node and dn(C) ≤ dn(N) +D

0 : otherwise
(5.1)

The parameter D in Formula 5.1 is a natural number and regulates the degree
to which the alternative threads differ from the PV. Setting D = 0 will result in the
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Figure 5.1: Example of a PNS tree. Squares represent OR nodes; circles represent AND
nodes. Depicted next to each node are its proof number at the top and its disproof number
at the bottom.

PV selection strategy.3 Setting D too high results in threads straying too far from
the PV.

Figure 5.1 illustrates the consequences of varying the parameter D. In this
example, the PV is represented by the bold line and reaches leaf B. An alternative
selection with D = 1 is represented by the bold, dotted lines. It will select one of
the leaves B, C, D, or E with equal probability. Setting D = 2 will result in also
selecting F. We note that the subtree at A is selected only for D ≥ 8.

In addition to these probabilities, for all alternative threads we assign a second
probability of deviating from the PV. This is done by choosing with a probability of
2/d randomly from the second and third best child (determined by trial-and-error)
instead of choosing the best child if so far the thread has not deviated from the PV.
This choice is determined by the depth d of the last PV. This mechanism is only
applied if depth d > 2. The additional randomization is necessary because it enables
sufficient deviation from the PV in case that D is not large enough to produce any
effect; it has a strong effect on the behavior of the parallelization.

We remark that RP–PNS differs from the original randomized parallelization
with respect to three points. (1) Shoham and Toledo (2002) do not distinguish
between PV and alternative threads. (2) The original randomized parallelization
selects children with a probability proportionate to their best-first value while RP–
PNS uses an equi-distribution for the best candidates. (3) The original randomized

3More precisely, this is true if the most-proving child is unique. If multiple children have the
same most-proving number, the alternative threads can deviate from the PV which we assume to
be selected deterministically in PNS.
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parallelization does not rely on a second probability. The differences in points 2
and 3 are based on the desire to produce more deviations from the PV in order to
avoid that too many threads congest the same subtree. The selection in RP–PNS is
similar to Buro’s selection of a move from an opening book (Buro, 1999).

In RP–PNS multiple threads operate on the same tree. To facilitate the parallel
access some complications in the implementation require our attention. The next
subsection gives details of the actual implementation of RP–PNS.

5.2.2 Implementation

As pointed out in the previous subsection, all threads in RP–PNS operate on the
same search tree held in shared memory. In order to prevent errors in the search tree,
RP–PNS has to synchronize the threads. This is achieved in the implementation by
a locking policy. Each tree node has a lock. It guarantees that only one thread
at a time operates on the same node while avoiding deadlocks. The locking policy
consists of two parts: (1) when a thread selects a node, it has to lock it; (2) when
a thread updates a node N it has to lock N and its parent. The new values for N
are computed. After N has been updated, it is released and the updating continues
with the parent.

Each node N maintains a set of flags, one for each thread, to facilitate the deletion
of subtrees. Each flag indicates whether the corresponding thread is in the subtree
below N. A thread can delete the subtree of N only if no other thread has set its
flag in N.

If a transposition table is used to store proof and disproof numbers, each table
entry needs an additional lock. The number of locks for the transposition table
could be reduced by sharing locks for multiple entries. Similar policies have been
used in parallel Monte-Carlo Tree Search by (Chaslot et al., 2008a) (to which the
master-servant design has also been applied, cf. Cazenave and Jouandeau, 2007 and
2008). Synchronization imposes a cost on RP–PNS in terms of memory and time
consumption. The memory consumption increases due to the additional locks (per
node, 16 bytes for a spin lock and flags, cf. Chaslot et al., 2008a) in each node.

The overhead is partially a synchronization overhead and partially a search over-
head. The synchronization overhead occurs whenever a thread has to wait for an-
other thread due to the locking policy or due to the transposition-table locking. The
search overhead is created by any path that would not have been selected by the
sequential PNS and that at the same time does not contribute to find the proof. The
following section describes experiments that also test the overhead of RP–PNS.

5.3 Experiments

This section presents experiments and results for RP–PNS and RP–PN2. Subsection
5.3.1 outlines the experimental setup, Subsection 5.3.2 shows the results obtained,
and Subsection 5.3.3 discusses the findings.
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5.3.1 Setup

We implemented RP–PNS as described in the previous section and tested it on
complex endgame positions of Lines of Action (LOA).4 We chose LOA because it
is an established domain for applying PNS. The test set consisting of 286 problems
has been applied before frequently (Winands et al., 2003b; Pawlewicz and Lew,
2007; Van den Herik and Winands, 2008).

The experiment tests two parallelization methods: RP–PNS and RP–PN2 for 1,
2, 4, and 8 threads. The combination of an algorithm with a specific number of
threads is called a configuration and denoted by indexing the number of threads,
e.g., RP–PNS8 is RP–PNS using eight threads. We remark that PNS = RP–PNS1

and PN2 = RP–PN2
1.

The implementation of RP–PN2 uses RP–PNS for PN1 and PNS for PN2. The
size of PN2 was limited to Sε/T , where S is the size of the PN1 tree, T is the number
of threads used, and ε is a parameter. We set ε such that it is a compromise between
memory consumption and speed suitable for the test set. The compromise is faster
than using the full S as suggested by Allis (1994). Using S for the limit slows down
RP–PN2 disproportionally when many threads are used because the PN1 tree grows
faster in RP–PN2 than in the sequential PN2. Moreover, the size of PN2 grows
rapidly resulting in slowing down RP–PN2. An advantage of using the above limit
compared to the method of Breuker (1998) is that the former is robust to varying
problem sizes. The values for the parameters of RP–PNS were set to D = 5 and
ε = 0.75 based on trial-and-error.

The experiments were carried out on a Linux server with eight 2.66 GHz Xeon
cores and 8 GB of RAM. The program was implemented in C++.

5.3.2 Results

Two series of experiments were conducted. The first series tests the efficiency of
RP–PNS; the second tests the efficiency of RP–PN2.

For comparing the efficiency of different configurations, we selected a subset
consisting of the 143 problems for which PNS was able to find a solution in less than
30 seconds. This selection enabled us to acquire the experimental results for the series
of experiments for RP–PN2 in a reasonable time. We call the set of 143 problems
the comparison set, S143. PNS required an average of 4.28 million evaluated nodes
for solving a problem of S143 with a standard deviation of 2.9 million nodes.

In the first series of experiments we tested the performance of RP–PNS for solving
the positions of S143. The results regarding time, nodes evaluated, and nodes in
memory for 1, 2, 4, and 8 threads are given in the upper part of Table 5.1. We observe
that the scaling factors for 2, 4, and 8 threads are 1.6, 2.5, and 3.5, respectively.
Based on the results we compute that the search overhead expressed by the number of
nodes evaluated is only ca. 33% for 8 threads. This means that the synchronization
overhead is responsible for the largest part of the total overhead. Finally, we see
that RP–PNS8 uses 50% more memory than PNS.

4The test set is available at http://www.personeel.unimaas.nl/m-winands/loa/endpos.html, “Set
of 286 hard positions”.
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PNS RP–PNS2 RP–PNS4 RP–PNS8

Total Time (sec.) 1,679 1,072 682 478
Total scaling factor 1 1.6 2.5 3.5
Total nodes evaluated (million) 612 673 745 815
Total nodes in memory (million) 367 423 494 550

PN2 RP–PN2
2 RP–PN2

4 RP–PN2
8

Total Time (sec.) 6,735 3,275 1,966 1,419
Total scaling factor vs. PN2 1 1.9 3.4 4.7
Total scaling factor vs. PNS 0.25 0.52 0.85 1.18
Total nodes evaluated (million) 2,271 2,426 2,534 2,883
Total nodes in memory (million) 68 68 70 73

Table 5.1: Experimental results for RP–PNS and RP–PN2 on S143. The total time is the
time required for solving all problems. “Nodes in memory” is the sum of all Mi, where Mi

is the maximum number of nodes in memory used for test problem i. Nodes evaluated is
the sum of all nodes evaluated for all problems. For RP–PN2, this includes evaluations in
the PN2 tree and possible double evaluations when trees are re-searched.

In the second series of experiments we tested the performance of RP–PN2. The
results regarding time, nodes evaluated, and nodes in memory for 1, 2, 4, and 8
threads are given in the lower part of Table 5.1. We observe that the scaling fac-
tors for 2, 4, and 8 threads are 1.9, 3.4, and 4.7, respectively. Compared to RP–
PNS the relative scaling factors of RP–PN2 are better for all configurations. The
search overhead of RP–PN2

8 is 27% which is comparable to the search overhead of
RP–PNS8 (33%, cf. above). At the same time the total overhead of RP–PN2

8 is
smaller. This means that the synchronization overhead is smaller for RP–PN2

8 than
for RP–PNS8. The reason is that more time is spent in the PN2 trees. Therefore,
the probability that two threads simultaneously try to lock the same node of the
PN1 tree is reduced. Finally, we remark that in absolute terms, RP–PN2

8 is slightly
faster than PNS.

Despite the fact that RP–PN2 has a better scaling factor than RP–PNS, RP–
PNS is still faster than RP–PN2 when the same number of threads is used. However,
RP–PN2 consumes less memory than RP–PNS.

5.3.3 Discussion

It would be interesting to compare the results of the experiments presented in Subsec-
tion 5.3.2 to the performance of ParaPDS. However, the direct comparison between
the results obtained for ParaPDS and RP–PNS is not feasible because of at least
three difficulties.

First, the games tested are different (ParaPDS was tested on Othello, whereas
RP–PNS is tested on LOA). Second, the type of hardware is different. As described
in Section 5.1, ParaPDS is designed for distributed memory whereas and RP–PNS is
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designed for shared memory. Third, ParaPDS is a depth-first search variant of
PNS whereas RP–PNS is not. ParaPDS is slowed down because of the transposition
tables in distributed memory.

ParaPDS and RP–PN2 both re-search in order to save memory. When compar-
ing the experimental results for these two algorithms they appear to scale up in the
same order of magnitude at a superficial glance. On closer inspection, a direct com-
parison of the numbers would be unfair. ParaPDS and RP–PN2 parallelize different
sequential algorithms. Furthermore, RP–PN2 parallelizes transposition tables while
our implementation of RP–PNS does not. Moreover, it can be expected that sequen-
tial PN2 profits more from transposition tables than RP–PN2 because the parallel
version would suffer from additional communication and synchronization overhead.

In RP–PN2 the size of the PN2 tree determines how much the algorithm trades
speed for memory. If the PN2 tree is too large, the penalty for searching an unim-
portant subtree will be too large as well. In our implementation, we chose rather
small PN2 trees because the randomization is imprecise. Moreover, the PN2 trees
are bigger when fewer threads are used. This explains why RP–PN2 (with a scaling
factor of 4.7) scales better than RP–PNS (with a scaling factor of 3.5). A second
factor contributing to the better scaling is the reduced synchronization overhead
compared to RP–PNS. This effect is produced by the smaller relative number of
waiting threads.

We may speculate that RP–PNS and RP–PN2 could greatly profit from a more
precise criterion for deviating from the PV. To that end, it is desirable to find
a quick algorithm for finding the k -most-proving nodes in a proof-number search
tree. Thereby, the search could process the true best variations instead of pseudo-
randomly chosen variants close to the PV.

5.4 Chapter Conclusion and Future Research

We end this chapter by summarizing the results of the experiments (Subsection 5.4.1)
and giving an outlook on future research (Subsection 5.4.2) based on the findings
presented.

5.4.1 Chapter Conclusion

In this chapter, we introduced a new parallel Proof-Number Search algorithm for
shared memory, called RP–PNS. The parallelization is achieved by threads that se-
lect moves close to the principal variation based on a probability distribution. Fur-
thermore, we adapted RP–PNS for PN2, resulting in an algorithm called RP–PN2.

The scaling factor for RP–PN2 (4.7) is even better than that of RP–PNS (3.5)
but this is mainly because the size of the PN2 tree depends on the number of threads
used. Based on these results we may conclude that RP–PNS and RP–PN2 are viable
for parallelizing PNS and PN2, respectively. Strong comparative conclusions cannot
be made for ParaPDS and RP–PNS.
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5.4.2 Future Research

Future research will address the following four directions. (1) A combined paral-
lelization at PN1 and PN2 trees of RP–PN2 will be tested on a shared-memory
system with more cores. (2) A better distribution for guiding the move selection,
possibly by including more information in the nodes, will be tested to reduce the
search overhead. For instance, the probability of selecting a child could variably
depend on characteristics of the previous PV. (3) The concept of the k -most-proving
nodes of a proof-number search tree and an algorithm for finding these nodes effi-
ciently on a parallelized tree will be investigated. (4) The speedup of reducing the
number of node locks by pooling will be investigated. In pooling multiple nodes
share the same lock and thereby reduce the number of locks used.



Chapter 6

Paranoid Proof-Number
Search

This chapter is based on the following publication.1

• J-T. Saito and M.H.M. Winands Paranoid Proof-Number Search. In G.N. Yan-
nakakis and J. Togelius, editors, Proceedings of the IEEE Conference on Computa-
tional Intelligence and Games (CIG‘10), pp. 203–210, IEEE Press, 2010.

Solving algorithms have been specifically designed to tackle two-player games (cf.
Van den Herik et al., 2002; Heule and Rothkrantz, 2007). The previous chapters
elaborated on algorithms for solving these games. This chapter extends the scope to
multi-player games (i.e., games with more than two players). So far, the notion of
solving in multi-player games has attracted little if any attention by the game-and-
search community. By addressing this topic, we supply an answer to RQ 4: How
can solvers be applied to multi-player games?

The standard search algorithms for multi-player games are maxn (Luckhardt
and Irani, 1986) and paranoid search (Sturtevant and Korf, 2000). These search
algorithms were designed to provide playing strength for programs but not to solve
games. Proof-Number Search (PNS) (Allis et al., 1994), however, was designed
for solving as we have seen in Chapter 2. The notion of solving in multi-player
games differs from that in two-player games. Therefore, we suggest a definition for
solving a game under the paranoid condition (Sturtevant and Korf, 2000). Under
this condition, a player assumes that all opponents form a coalition against him.
Furthermore, we propose to modify PNS for solving under the paranoid condition,
and call the resulting algorithm Paranoid Proof-Number Search (PPNS). We apply
PPNS to small-board variants of the multi-player game of Rolit to find the optimal
scores that a player can achieve.

This chapter is organized as follows. Section 6.1 explains two search algorithms
for multi-player games, maxn and paranoid search, and introduces concepts for
describing search in multi-player game trees. Based on these concepts, Section 6.2

1The author is grateful to IEEE for the permission to reuse relevant parts of the article in the
thesis.
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gives a definition for solving a position in a multi-player game and proposes the
PPNS algorithm. Section 6.3 discusses how PPNS can be used to find an optimal
score. The game of Rolit, its rules and properties are outlined in Section 6.4. Section
6.5 describes the experimental setup for applying PPNS to solve variants of Rolit.
The results of the experiments are presented and discussed in Section 6.6. Section
6.7 concludes the chapter and gives an outlook on future research.

6.1 Search Algorithms for Multi-Player Games

This section discusses two well understood search algorithms for multi-player turn-
taking games, maxn (Luckhardt and Irani, 1986) and paranoid search (Sturtevant
and Korf, 2000), and provides concepts for characterizing them. The section is
organized in three subsections as follows.

Subsection 6.1.1 describes maxn, a straightforward generalization of minimax
search suitable for multi-player games. The limitations of maxn relate to its way of
coping with so-called equilibrium points. These are the subject of Subsection 6.1.2.
Subsection 6.1.3 outlines Paranoid search which forms the basis for PPNS described
in Section 6.2.

6.1.1 The Maxn Algorithm

The maxn algorithm (Luckhardt and Irani, 1986) is a generalization of minimax
search to games with more than two players. It assumes that players 1, ..., n par-
ticipate in a turn-taking game. Each node N in the maxn tree has an n-tuple
~N = (v1, v2, ..., vn) called the maxn value of N. ~N[i] = vi represents the value of
the game at node N for Player i. Furthermore, if Player i is to move at node N we
occasionally say that ~N[i] is the value of N (omitting that we mean “for Player i”).

If N is a leaf, the value ~N[i] is the value of Player i computed by the evaluation
function. If N is an internal node with m children C1,...,Cm and player i to move,
then N’s tuple is calculated from the children’s tuples recursively as ~N = ~Cj where
~Cj is the child with the largest value for Player i among all children.

Figure 6.1 depicts a three-ply maxn tree. Player 1 moves at the root and the
leaves, Player 2 at the first ply, and Player 3 at the second ply. The tuple at node
D is based on D’s children. In this case, F offers the largest value, for Player 3, i.e.,
3. (It is just the same as its sibling G’s value). All values (the whole tuple) of F are
taken over to D. Similarly, at node B, Player 2 chooses its children. Node D offers
the largest value for Player 2, namely 6. The root A takes over the tuple from node
B because Player 1 prefers value 3 above 1.

The αβ algorithm (Knuth and Moore, 1975) is successful in two-player games
because it allows pruning. In combination with move ordering αβ has proven to be
a powerful tool that leads the way to success in many games, most notably in Chess
(Hsu, 2002). Unfortunately, when generalizing from minimax to maxn, in spite of
the existence of certain pruning techniques such as shallow pruning (Luckhardt and
Irani, 1986), the potential of pruning is reduced considerably (Sturtevant and Korf,
2000). Korf (1991) showed that shallow pruning guarantees the correct solution
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Figure 6.1: Example of a three-player three-ply maxn tree.

but in comparison to αβ pruning, it is often inefficient and also imposes some mild
restrictions on the game scores (cf. Sturtevant, 2003a). Other pruning techniques
such as speculative pruning have been shown to be more efficient in game playing
but cannot always guarantee the correct solution (Sturtevant, 2003a).

6.1.2 Equilibrium Points

As stated in Chapter 2, a fully expanded two-player minimax tree has exactly one
game-theoretic value. This game-theoretic value can be described as an equilibrium
point (cf. Luce and Raiffa, 1957), a state in which“no player finds it to his advantage
to change to a different strategy so long as he believes that the other players will not
change.” Multi-player games may have multiple equilibrium points with different
values. This means, that without loss of generality no unique game-theoretic value
or strategy exists (Sturtevant, 2003a). In particular, it is possible that a multi-player
game has multiple equilibrium points with different equilibrium values.

Figure 6.1 illustrates this observation. As described above, the root has the
maxn value (3,6,3). We observe that Player 3 at D chose to take over the value
from F. This choice is arbitrary. Player 3 has the same value at D regardless of
choosing F or G. Each of the two alternatives results in a different outcome, both
of which create equilibrium points. Moreover, if Player 3 decided in favor of G, this
would cause Player 2 to select the maxn value of the now different D, namely (5,4,3)
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for node B. As a consequence Player 1 at the root A would follow suit. Thus the
maxn values at the root would become (5,4,3) instead of (3,6,3).

The rule for choosing between equivalent children is called the tie-breaking rule.
The tie-breaking rule determines what equilibrium point maxn will find. If all players
apply the same tie-breaking rule, the game play may be“reasonable”(Sturtevant and
Korf, 2000). A trivial example of a tie-breaking rule is minimizing the value of the
starting player.

6.1.3 Paranoid Search

The lack of pruning in maxn has encouraged research on alternative multi-player
search algorithms. Paranoid search by Sturtevant and Korf (2000) is such an al-
ternative that offers deeper search. It reduces an n-player game to a two-player
game by assuming that one player (the paranoid player) faces a coalition of all other
players (the coalition players). While the paranoid player tries to maximize his or
her own value as in maxn, all coalition players try to minimize the paranoid player’s
value instead of maximizing their own.

B
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E(3)

HG

(3)

I

C

(5) (8) (2)

D

F

(1)

(2)

(2)

(2)

Figure 6.2: Example of a three-player three-ply paranoid tree.

This is illustrated in Figure 6.2. The values at the leaves are the same as in
the previous maxn example (cf. Figure 6.1) but the values are propagated to the
root differently. All players take into account only the values of the paranoid player,
Player 1 (Sturtevant, 2003a). The coalition consists of Players 2 and 3.
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At node D, Player 3 chooses F instead of G minimizing the value of Player 1. At
node E, Player 3 chooses I with value 2 for Player 1 over H which has value 8 for
Player 1. Similarly, Player 2 chooses to minimize Player 1’s value at node B. Finally,
Player 1 is left with maximizing his value at the root A resulting in the value 2.

Given branching factor b and depth d the best-case for the paranoid search tree
is O(bd(n−1)/n) nodes (Sturtevant and Korf, 2000). This size is easily derived from
the best case of minimax, O(bd/2), by collapsing consecutive plies of the coalition
players into one ply.

Paranoid search operates under a strict opponent model assuming that one player
faces a coalition of collaborating opponents. This strong constraint may influence the
playing strength of the algorithm negatively. However, Sturtevant (2003b) showed
that paranoid search can play on the same level as or even outperform maxn in
Hearts (3 and 4 players), Spades (3 players), and Chinese Checkers (3 to 6 players) in
practice. However, maxn with advanced pruning methods can outperform paranoid
search in game play (Sturtevant, 2003c).

6.2 Paranoid Proof-Number Search

Besides the improvements in playing strength, paranoid search has a property that
makes it attractive for solving. As stated in Subsection 6.1.2, maxn (in general)
has multiple equilibrium points with different outcomes. Paranoid search avoids this
problem. Since a minimax tree is produced, only one game-theoretic outcome can
be produced. Moreover, this outcome is identical to the optimal score the paranoid
player can achieve without help by his opponents. Thus the paranoid condition can
be used to find a characteristic optimal score. The following definition applies to
multi-player games in which each individual player has a score.

Definition. A solution to an n-player game under the paranoid condi-
tion for Player i (with i ∈ {1, ..., n}) is the optimal score that Player i
is guaranteed to achieve independent of the opponents’ strategies.

Paranoid Proof-Number Search (PPNS) extends PNS for multi-player games under
the paranoid condition. In this way PPNS can exploit all benefits of PNS for multi-
player games. PPNS performs an efficient variable-depth search designed for solving.
It develops the tree into the direction where the opposition is the weakest. PPNS
exploits just as PNS the non-uniformity of the game tree (i.e., a variable branching
factor and depth, Plaat, 1996), which paranoid search is not able to do. An exam-
ple of effective exploitation of non-uniformity by PNS is the solving of 6 × 6 LOA
(Winands, 2008).

Since the PNS framework is used in PPNS, a binary goal is set. If the goal of
PPNS is to prove a win for the paranoid player, then all OR nodes represent positions
in which the paranoid player moves and all AND nodes represent positions in which
a coalition player moves. While in regular PNS OR and AND nodes alternate every
ply, in PPNS (n-1) ply sequences of the coalition nodes alternate with single nodes
of the paranoid player. We note that the same four-step cycle (cf. Chapter 2) is
applied in PPNS as known for PNS.
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Figure 6.3: Example of a three-player three-ply PPNS tree. The paranoid player’s nodes,
squares, are OR nodes. The coalition players’ nodes, circles and triangles, are AND nodes.

The above Figure 6.3 depicts a three-player three-ply PPNS tree (not related to
the previous examples) in which the paranoid player is represented by OR nodes and
two coalition players are represented by AND nodes. Thus, the pn and dn values of
nodes B, D and E are calculated according to the update rule for AND nodes. The
values of the root A are calculated from B and C by the update rule for OR nodes.

6.3 Finding the Optimal Score

All variants of PNS (Van den Herik and Winands, 2008) including PPNS attempt to
proof a binary goal. However, we are interested in finding an optimal value among
many possible values, namely the optimal score for the paranoid player. Thus,
PPNS must be applied several times.

A näıve approach to finding the optimal score consists of simply running one
PNS for each possible score. For instance, in 6×6 Rolit a Player p can end the game
with a score between 0 and 36. PNS could be run 37 times to proof or disproof a
win for p for each score. The highest score for which a win is found is the optimal
score. In order to increase efficiency compared to the näıve approach, Allis et al.
(1994) suggested using binary search to find the optimal score. Furthermore, one
could resort to re-using information when attempting to find the optimal score.
Moldenhauer (2009) therefore introduced iterative proof number search (IPN) which
reduces search time by caching information stored in earlier runs.



6.4 — The Game of Rolit 75

x
x

x
x

(a) Initial position of Reversi.

x x

x

(b) Initial position of four-
player 8 × 8 Rolit.

xxx

x

(c) Four-player 8×8 Rolit after
one move.

Figure 6.4: Game boards of 8 × 8 Reversi and 8 × 8 Rolit. The crosses indicate playable
positions for the player to move.

6.4 The Game of Rolit

In this section we describe the game of Rolit. Subsection 6.4.1 presents a predecessor
of Rolit and two other related games. Subsection 6.4.2 outlines the rules of Rolit.
Subsection 6.4.3 considers the search space of the game. Subsection 6.4.4 completes
the characterization by evaluating Rolit with a Monte-Carlo player.

6.4.1 Predecessors and Related Games

RolitTM (Hasbro International Inc., 1999) is a multi-player variant of the well-known
game Reversi. It is therefore instructive to start with a description of this game
before turning to Rolit. Reversi is a deterministic turn-taking two-player perfect-
information game played on an 8 × 8 board. The players, Black and White, take
turns in which they either pass or place one piece in a field. Black moves first. The
pieces of the game are disks with two faces. One face is black, the other white.
Player Black must place pieces showing the black face and player White must place
pieces showing the white face. Both players start with 30 pieces each. Black moves
first from the defined starting position (cf. Figure 6.4). A player can only place a
piece, if he can play a flipping move. If no flipping move is possible, the player has
to pass.

A flipping move is a move that places a piece at the end of a flipping line.
A flipping line is a line of directly connected fields on the board such that four
conditions are met: (1) The fields on the line have to be all vertically, all horizontally,
or all diagonally connected. (2) All fields on the line are occupied. (3) Both ends
of the line must show the turn-taking player’s face. (4) All pieces between the ends
show the opponent’s face. If a flipping move is played, the pieces between the ends
are flipped to show the turn-taking player’s face. If a move enables more than one
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flipping line, all affected opponent’s pieces have to be flipped.

The game ends if either (a) one player runs out of his or her 30 pieces, or (b) both
players pass consecutively. When the game has ended, Black’s score is the number
of pieces showing the black face, and White’s score is the number of pieces showing
the white face. The player with the higher score wins. If both players have the same
score the game is a draw. We note that pieces which have been played remain on
the board until the end of the game.

In the Reversi variant called Othello, there is no limit to the players’ number of
pieces. Thus the game ends in either of two cases: (a) the board is filled, or (b) both
players pass consecutively (i.e., no player can make a flipping move).

Fujii et al. (2006) proposed 4-player Reversi Yonin (Yonin). With the exception
of Rolit, it is the only multi-player variant of Reversi. This variant is played by
exactly four players. Two of them, Players A and C, place pieces showing the
black face and the other two, Players B and D, place pieces with the white face
up. The players take turns in the order A, B, C, D and the board is separated
into quarters. Each player owns exactly one quarter. Players of the same color own
quarters diagonally opposing each other. The game is played and scored like Reversi,
but there are two deviations. First, a player may not place a piece in the diagonally
opposing quarter. Thus the branching factor for the 8 × 8 board is reduced from
ca. 8.5 to ca. 6.3 (Fujii et al., 2006). Second, in the end, a Player p’s score is
determined by counting the usual way but only in the quarter owned by P. (We
note that 4-player Reversi Yonin can also be played in teams of two players each. In
that case, the teams are A and C versus B and D). Fujii et al. (2006) studied the
properties of 6× 6 and 8× 8 Yonin empirically by applying Monte-Carlo evaluation.

6.4.2 Rules of Rolit

Rolit is a straightforward multi-player generalization of Reversi. Instead of disks
with two faces, balls with four different-colored quarter spheres are placed. Corre-
spondingly, up to four players can play Rolit, each placing his characteristic color
facing up. The four players are Red, Green, Yellow, and Blue.

Red always moves first. Depending on how many players participate (two, three,
or four), the following orders are applied for turn-taking;

2 players: (1) Red, (2) Green;

3 players: (1) Red, (2) Yellow, (3) Green;

4 players: (1) Red, (2) Yellow, (3) Green, (4) Blue.

Irrespective of the number of players participating, Rolit is always played with
the same starting position shown in the center diagram of Figure 6.4.

In Rolit, one player’s color can be completely eliminated from the board by the
opponent’s flipping moves. In order to allow a player who has no piece left on
the board to come back into the game, the rules are changed compared to Reversi.
Reversi’s passing rule is replaced by Rolit’s free-choice rule: a player who cannot
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Board Number Branching Estimated Upper bound to
size players factor game-tree size state space

Reversi 8× 8 2 8.47 4.7× 1055 6.8× 1029

6× 6 2 5.26 1.3× 1023 3.0× 1016

Rolit 8× 8 2 8.50 5.8× 1055 6.8× 1029

8× 8 3 8.65 1.7× 1056 1.3× 1037

8× 8 4 8.25 9.7× 1054 2.2× 1044

6× 6 2 5.27 1.3× 1023 3.0× 1016

6× 6 3 5.25 1.1× 1023 1.8× 1019

6× 6 4 5.17 6.8× 1022 6.0× 1024

Yonin 8× 8 4 6.26 1.2× 1049 6.8× 1029

6× 6 4 4.34 2.5× 1020 3.0× 1016

Table 6.1: Search spaces of 6 × 6 and 8 × 8 Reversi variants. The figures for Reversi and
Yonin are according to Fujii et al. (2006).

make a flipping move does not pass but is allowed to place a piece (showing the
player’s color) on an empty field. The empty field must be horizontally, vertically,
or diagonally adjacent to a piece on the board.

Due to this change in the rules, a game of Rolit ends exactly when all fields of
the board are filled. The game is scored analogously to Reversi. The player with
the most points wins.

6.4.3 Search Space of Rolit

Rolit is retailed in two board sizes, 6 × 6 (known as Traveler’s Rolit and Rolit Jr.)
and 8 × 8. In addition to these two board sizes, we also regard 4 × 4 Rolit for
completeness. Throughout the remainder of this chapter a particular combination
of board size and number of players is called a configuration (of Rolit). We consider
nine configurations that result from combining the three board sizes with the three
possible numbers of players.

The state space for solving a game can be estimated by the number of possible
board configurations. For N × N Rolit with M players an upper bound for the
state space is M4 × (M + 1)N

2−4. We arrive at this bound as follows. The first
factor (M4) is the number of states that the four center fields can take on. None of
these fields can be empty at any point during the game, and they can show at most
one of four colors. The second factor represents the state space of the remaining
fields. Each of them can be either empty or occupied by a piece. Each piece can
have one of the M colors. The actual state space is smaller than the upper bound
because not all possible board positions can be reached by a sequence of legal moves
from the starting position. For instance, a game position with empty fields entirely
surrounding one field containing a piece is not reachable.

The fully expanded game tree has at most b(N×N−4) positions, where b is the
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Red Green Yellow Blue

4×4
2 players 44.3 ( 7.5) 55.7 ( 8.5) - -
3 players 26.1 ( 5.0) 35.1 ( 5.5) 38.8 ( 5.6) -
4 players 18.9 ( 3.8) 26.4 ( 4.0) 27.0 ( 4.1) 27.8 ( 4.1)

6×6
2 players 42.2 (16.9) 57.8 (19.1) - -
3 players 32.9 (12.0) 21.7 (10.5) 45.4 (13.5) -
4 players 12.3 ( 7.4) 29.7 ( 9.6) 19.8 ( 8.5)

8×8
2 players 41.1 (30.2) 58.9 (33.8) - -
3 players 22.8 (19.1) 44.2 (23.5) 33.0 (21.4) -
4 players 14.4 (13.8) 28.4 (16.8) 20.6 (15.3) 36.6 (18.2)

Table 6.2: Percentages of games won for one million Monte-Carlo games in 4 × 4, 6 × 6,
and 8 × 8 Rolit with 2, 3, and 4 players. Average scores in parenthesis, frequently winning
players italicized.

branching factor. The branching factor is small for the beginning of the game. Table
6.3 lists the empirically measured branching factors for all configurations of Rolit.
The measurements were obtained by playing 1,000,000 Monte-Carlo games for each
configuration. We can see that for each board size the number of players affects the
branching factor only slightly.

Replacing the passing rule of Reversi by the free-choice rule of Rolit has two
consequences: (1) the average game length is marginally smaller in Reversi than
in Rolit because a game of Reversi can end if no player can make a flipping move.
Similarly, (2) Reversi has a slightly smaller branching factor than Rolit for the same
reason. Table 6.1 gives an overview of the search-space size for 6×6 and 8×8 Reversi,
Rolit, and Yonin. The figures for Reversi and Yonin are based on the branching
factors that Fujii et al. (2006) computed by performing Monte-Carlo simulations.2

6.4.4 A Monte-Carlo Player for Rolit

Although we cannot give a general Nash strategy for Rolit, we can characterize
a configuration of Rolit by using players of the same strength. To that end, we
implemented a Monte-Carlo player and recorded the results of 1,000,000 random
games for each of the nine configurations of Rolit. We remark that the Monte-Carlo
playouts neglect coalitions and the random player does not adapt his opponent model

2We note that the branching factor of 8.47 empirically found for 8 × 8 Reversi by Fujii et al.
(2006) is slightly lower than an earlier estimate for the similar variant of 8 × 8 Othello given by
Allis (1994) who assumed a branching factor of 10.
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4×4 6×6 8×8
2 players 2.79 5.27 8.50
3 players 2.92 5.25 8.65
4 players 3.15 5.17 8.25

Table 6.3: Average branching factors of 4× 4, 6× 6, and 8× 8 Rolit for 2, 3, and 4 players
in 1,000,000 Monte-Carlo games per configuration.

during the game. The results for the playouts are listed in Table 6.2. The random
games show that Rolit is not a fair game: a player’s starting position influences
his or her likelihood of winning. Moreover, all games are won most often by the
player who has the advantage of taking the final turn. The only exception occurs
on three-player 4× 4 Rolit. Here, Green moves last because the turn-taking order is
Red-Yellow-Green and there are 12 turns. However, Yellow has the highest number
of wins. We may speculate that this observation can be explained by the fact that
smaller boards allow more exceptions. The reason for this is that the ratio the
number of strategically important moves on the rim of the board to the number of
center moves is highest on the 4× 4 Rolit board.

6.5 Experimental Setup

We implemented PPNS in the PN2 framework. Subsection 6.5.1 explains how the
initialization of the leaves of the second-level search, i.e., PN2, is performed. Sub-
section 6.5.2 describes the knowledge representation in the PPNS solver.

6.5.1 Initialization

The initialization of the pn and dn at the leaf nodes of the second-level search (PN2)
can be done by using the following domain knowledge.

Occupying corners is a large advantage in Rolit. We take this observation into
account when setting pn and dn for a non-terminal leaf L on 6 × 6 Rolit and 8 × 8
Rolit and use the difference δ(L) = cornersOR(L) − cornersAND(L) between the
number of corners occupied by the OR player and the number of corners occupied
by the AND player(s). Based on this, we set pn = (1 + c × 4) − (c × δ(L)) and
dn = (1 + c × 4) + (c × δ(L)). The constant c is a weight that determines how
important the corner advantage is.

In pre-experiments we found that for 6× 6 Rolit the initialization worked better
than evaluation functions which take into account more move categories such as
next-to-corner moves, or rim moves. We set c = 4 for 6× 6 Rolit and c = 6 for 8× 8
Rolit after trial-and-error.

6.5.2 Knowledge Representation and Hardware

The search algorithm, move generator and all other parts of the software were im-
plemented in C. Game positions were implemented as 4× 64 bitboards. Nodes store
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4×4 6×6 8×8

2 3 4 2 3 4 2 3 4

Red 7 3 2 16 0 0 ? ? 0
Green 9 4 1 20 0 0 ? ? 0
Yellow - 3 2 - 1 0 - ? 0
Blue - - 1 - - 1 - - 1

Table 6.4: Proven optimal scores for all players on 4 × 4, 6 × 6, and 8 × 8 Rolit for 2, 3,
and 4 players under the paranoid condition.

the complete bitboards in order to speed up the traversal by PN2 search.
All experiments were carried out on a Linux mixed cluster with two kinds of

nodes: 10 nodes with four 2.33 Opteron processors with 4 GB, and 2 nodes with
eight 2.66 GHz Xeon processors and 8 GB of RAM.

6.6 Results

In the experiments, we applied PPNS to solve 4 × 4, 6 × 6, and 8 × 8 Rolit, each
for two, three, and four players, resulting in a total of 9 variants. We attempted to
produce the optimal score under the paranoid condition for all 4× 4 Rolit and 6× 6
Rolit variants. For 8 × 8 Rolit we attempted to find bounds on the optimal score.
The results of the experiments are given in three subsections. Subsection 6.6.1 gives
the game results, and Subsection 6.6.2 describes the amount of search performed
by PPNS. Finally, Subsection 6.6.3 compares search trees of PPNS with the ones of
paranoid search for different configurations.

6.6.1 Game Results

Because up to 60 processors were at the disposal and each configuration can be
tested for one score on one processor at the time, we did not apply binary search on
the score (cf. Section 6.3) but used Monte-Carlo evaluations (cf. Subsection 6.4.4)
to assign the scores to be tested. Subsequently, we ran multiple proofs for a range
of scores in parallel.

Because of the large search space of 6× 6 Rolit and 8× 8 Rolit we tried to solve
as few scores as possible to find the optimal score. Two cases were distinguished for
4× 4 Rolit and 6× 6 Rolit after some pre-experimental runs. First, the two-player
configurations, and second, the multi-player configurations (i.e., 3 or 4 players). For
two-player 6× 6 Rolit with Red as paranoid player, the score was estimated to be in
the range of 15 to 18 based on the Monte-Carlo estimate. Moreover, the two-player
results were verified by running the proofs twice: first with solving for player Red,
and then for player Green.

For 3 and 4 players, an empirical maximum score of 5 was set for the multi-
player configurations. Then, attempts were made to prove all scores smaller than or
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4×4 6×6 8×8

2 3 4 2 3 4 4

R 4.1 × 104 5.6 × 104 9.1 × 104 9.5 × 1013 4.2 × 1010 1.5 × 106 1.8 × 108

G 4.1 × 104 9.5 × 104 5.2 × 104 5.0 × 1012 5.7 × 109 6.1 × 106 8.1 × 108

Y - 6.5 × 104 1.2 × 105 - 2.5 × 109 2.4 × 106 5.2 × 1010

B - - 5.1 × 104 - - 1.0 × 105 1.7 × 109

Table 6.5: Nodes evaluated in 4× 4, 6× 6, and 8× 8 Rolit for 2, 3, and 4 players under the
paranoid condition.

equal to the empirical maximum score. Thus, we attempted to prove a win for the
paranoid player with scores of 5, 4, 3, 2, and 1. In addition, the 5 scores are reduced
to 4 scores for multi-player 6 × 6 Rolit and 8 × 8 Rolit for the last-moving player.
At the moment PPNS has disproven score 2, PPNS can omit the proof attempt for
score 1 (which is always the case). This is particularly convenient because disproofs
can be achieved easier than proofs.

All configurations of 4×4 Rolit and 6×6 Rolit were solved. For 8×8 Rolit only the
four-player configuration was solved, which was approached in a similar way as the
multi-player configurations of 6× 6 Rolit. We did not attempt to solve the two and
three-player configurations because of the too large search space. The evaluation
function was found to reduce the total number of nodes searched by up to 10%.
This is little compared to a reduction of up to 50% with the much more elaborate
evaluation function by Nagai (1999) designed specifically for Othello endgames.

The optimal scores found by PPNS are given in Table 6.4. The results are, that
4 × 4 Rolit has solutions that are non-trivial, i.e., scores larger than the minimum
theoretic scores of 0 or 1 point exist for three- and four-player configurations. This
is different in the case of 6× 6 Rolit. Here, the finding is that 6× 6 Rolit is a rather
uninteresting game under the paranoid condition: the paranoid player can always
be forced to the minimum analytical score of either 0 or 1 point.

We note that, interestingly, the Monte-Carlo estimate of 19.1 points for Green
used for seeding the score in two-player 6× 6 Rolit differs 0.9 points from the actual
score of 20 points.

6.6.2 Search Trees

Table 6.5 shows the node consumption for solving the configurations as described in
the previous subsection. Solving 4× 4 Rolit required only a few hundred thousand
nodes for all possible configurations and scores.

6× 6 Rolit was solved by searching in the order of millions of nodes in the case
of four-player configurations, billions for three-player configurations, and trillions of
nodes for two-player configurations. The latter are the largest proofs completed in
our experiments. The CPU time required for proving the most difficult configuration
solved, two-player 6× 6 Rolit, is ca. 225 hours (9 days).
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6.6.3 PPNS vs. Paranoid Search

To assess the performance of PPNS we compared the empirically found search trees
of PPNS with the analytical best-cases of the search trees that standard paranoid
search would create for proving the scores of Red (cf. Subsection 6.1.3). We assume
that standard paranoid search would not take advantage of the possible non-uniform
nature of the game tree as PPNS does and therefore we can apply O(bd(n−1)/n). For
d we use the maximum game length of Rolit and for b the branching factor estimated
by the Monte-Carlo playouts (cf. Table 6.3). For instance, to obtain estimates of
the tree size of four-player 6 × 6 Rolit for paranoid search we calculate 5.1732×3/4

and for PPNS we use the number of nodes evaluated for proving the scores of Red.
We remark that paranoid search could perform better than O(bd(n−1)/n) if domain-
dependent move ordering would be available that prefers slim subtrees above large
subtrees, taking advantage of the non-uniform nature of the game tree as PPNS
does.

4× 4 6× 6 8× 8
Players Paranoid PPNS Paranoid PPNS Paranoid PPNS

2 4.7× 102 4.1× 104 3.5× 1011 9.5× 1013 3.1× 1027 -
3 5.3× 103 5.6× 104 2.3× 1015 4.2× 1010 5.5× 1035 -
4 3.0× 104 9.1× 104 1.3× 1017 1.5× 106 1.7× 1041 1.8× 108

Table 6.6: Comparison of search-tree sizes on 4 × 4, 6 × 6, and 8 × 8 Rolit for paranoid
search and PPNS. Estimated best cases for paranoid search vs. experimental outcome of
PPNS.

In Table 6.6 we see that for 4 × 4 Rolit PPNS creates larger search trees than
paranoid search would do in the best-case. For 6 × 6 Rolit, PPNS generates larger
search trees than the best-case for the two-player configuration. For the multi-player
cases the outcome is different. The PPNS trees we found here are smaller than the
best-case trees of paranoid search. In the three-player case, PPNS is smaller in the
order of 105, and in the four-player case the factor is ca. 1011. The outcomes differ
with the board sizes, because for 4× 4 Rolit all 16 possible scores are solved instead
of only 5 or 4, and the 6×6 Rolit performs disproofs only. Thus, we may say that in
4× 4 Rolit, PPNS performs worse than the estimated best-case of paranoid search.
However, PPNS outperforms paranoid search clearly in the 6× 6 Rolit multi-player
and 8× 8 Rolit four-player cases.

In the three-player case, the opponents get two moves, in the four-player case
even three moves for every move of the paranoid player. Therefore disproving is
simpler for the three-player case than for the two-player case and the four player
case is even simpler than the three-player case. Coalition players have an additional
advantage by a property of Rolit: they can limit the paranoid player to forced moves
or free-choice moves.

The game of 6 × 6 Rolit is particularly suitable for PPNS because the trees
are non-uniform, and the proportion of disproofs in terminal positions is quite high
compared to the proportion of proofs, especially for the multi-player configurations in
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which only disproofs can be made. Here, PPNS profits from disproving the paranoid
player at every OR node by a single disproof for each of its three-level subtrees of
AND nodes. Moreover, the prior Monte-Carlo estimates reduce the considered 37
scores for solving to only 5. In addition to that, the most difficult proof, i.e., the proof
of the analytical minimum for the player moving last in multi-player configurations
could be omitted (because it could be inferred) reducing the scores to be proved to
4. We may therefore state that Rolit can be regarded as a benign game for solving
under the paranoid condition.

6.7 Chapter Conclusion and Future Research

We end this chapter by summarizing the results of experiments (Subsection 6.7.1)
and giving an outlook on future research (Subsection 6.7.2) based on the findings
presented.

6.7.1 Chapter Conclusion

In this chapter, we introduced the notion of solving multi-player games under the
paranoid condition and the PPNS algorithm for solving multi-player games under
the paranoid condition. We described the multi-player variant of Reversi, Rolit,
and applied PPNS to solve 4 × 4 and 6 × 6 Rolit for three and for four players as
well as 8 × 8 Rolit for four players. The outcome is that in 4 × 4 Rolit under the
paranoid condition some players can achieve more than the minimum score while
in 6 × 6 and 8 × 8 Rolit (for four players) no player can achieve more than the
minimum score. Moreover, we observed that for 6 × 6 Rolit and four-player 8 × 8
Rolit PPNS performed better than we would expect from standard paranoid search.
We may conclude that PPNS was able to exploit the non-uniformity of the game
tree in multi-player games.

6.7.2 Future Research

Based on our results for 6 × 6 Rolit we may speculate that the result for solving
three-player 8×8 Rolit will be analogous to the results for 6×6 Rolit, i.e., no player
can achieve a score higher than 0 (or 1 for the player moving last). Moreover, the
task of finding games that are more interesting than Rolit, i.e., more like in 4 × 4
Rolit than in 6 × 6 Rolit, remains. Such games may also be more interesting for
human players. We might speculate that non-square versions of Rolit might exhibit
such properties.

The challenge of solving three-player 8 × 8 Rolit remains for the future. Paral-
lelization of PPNS and a better evaluation function may at best give bounds on the
optimal scores for 8× 8 Rolit under the paranoid condition.
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Chapter 7

Conclusions and Future
Research

In this thesis we investigated solving algorithms for games and game positions. In
spite of AI programs becoming stronger at playing games, the task of solving games
still remains difficult. Our research utilizes the current developments in the rapidly
developing field of Monte-Carlo methods for game-tree search and the continuously
evolving field of Proof-Number Search to develop new solving algorithms. The re-
search was guided by the problem statement formulated in Section 1.3 which also
provided four research questions addressing the problem statement. In this chap-
ter we formulate conclusions and recommendations for future research based on our
work.

Section 7.1 revisits the four research questions one by one and consequentially
formulates an answer to the problem statement in Section 7.2. Finally, Section 7.3
suggest directions for future research.

7.1 Conclusions on the Research Questions

The four research questions stated in Chapter 1 concern four topics central to solving
game positions with forward search. More precisely, the four questions deal with
the following topics that are part of the recent progress in game-tree search: (1)
search with Monte-Carlo evaluation, (2) Monte-Carlo Tree Search, (3) parallelized
search, and (4) search for multi-player games. The four questions are revisited in
the following subsections.

7.1.1 Monte-Carlo Evaluation

Our research question RQ 1 addressed in Chapter 3 was as follows.

RQ 1 How can we use Monte-Carlo evaluation to improve Proof-Number Search for
solving game positions?



86 Conclusions and Future Research

Chapter 3 introduced a new algorithm, MC-PNS, based on Monte-Carlo evalu-
ation (MCE) within the Proof-Number Search (PNS) framework. An application of
the new algorithm and several of its variants to the life-and-death sub-problem of
Go were described. It was demonstrated experimentally that given the right setting
of parameters MC-PNS outperforms simple PNS. For such a setting, MC-PNS is on
average two times faster than PNS and expands four times fewer nodes. We fur-
thermore compared MC-PNS with a pattern-based heuristic for initialization, called
PNSp, and observed that MCE initializes proof and disproof numbers of leaves in
PNS better than small patterns. We concluded that the reason for the superior per-
formance of MC-PNS is the flexibility of the MCE. In conclusion, we answer RQ 1
by stating that MC-PNS constitutes a genuine improvement of PNS that uses MCE
to enhance the initialization of proof and disproof numbers.

7.1.2 Monte-Carlo Tree Search Solver

The research question addressed by Chapter 4 was as follows.

RQ 2 How can the Monte-Carlo Tree Search framework contribute to solving game
positions?

In Chapter 4 we introduced a new Monte-Carlo Tree Search (MCTS) variant,
called MCTS-Solver. It adapts the recently developed MCTS framework for solving
game positions. MCTS-Solver differs from the traditional MCTS approach in that
it can solve positions by proving game-theoretic values. As a result it converges
much faster to the best move in narrow tactical lines. We discussed four selection
strategies: UCT, “classic” Progressive Bias (PB), and two enhanced PB variants:
PB-L1 and PB-L2. Experiments in LOA revealed that PB-L2, which takes the
number of losses into account, solved the most positions and was the fastest: it
solved positions in three times less time than UCT. When comparing MCTS-Solver
to αβ search, MCTS-Solver required about the same effort as αβ to solve positions.
However, PN2 was in general 5 times faster than MCTS-Solver. Finally, we found
empirically that tree parallelization for MCTS-Solver has a scaling factor of 4 with
8 threads, easily outperforming root parallelization. Thus we may say, that at least
during game-play (online) MCTS-Solver is comparable with a standard αβ search
in solving positions. However, for off-line solving positions, PNS is still a better
choice. Finally, we concluded that the strength of MCTS-Solver is dependent on
enhancements such as PB. Just as for αβ, search enhancements are crucial for the
performance. Chapter 4 answers RQ 2 question by introducing MCTS-Solver and
applying it to solving game positions.

7.1.3 Parallel Proof-Number Search

The research question addressed by Chapter 5 was as follows.

RQ 3 How can Proof-Number Search be parallelized?

Chapter 5 introduced a parallel Proof-Number Search algorithm for shared mem-
ory, called RP–PNS. The parallelization is achieved by threads that select moves
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close to the principal variation based on a probability distribution. Furthermore,
we adapted RP–PNS for PN2, resulting in an algorithm called RP–PN2. The algo-
rithms were tested on LOA positions. For eight threads, the scaling factor found
for RP–PN2 (4.7) was even better than that of RP–PNS (3.5) but this was mainly
because the size of the second-level (i.e., PN2) tree depends on the number of threads
used. Based on these results we may conclude that RP–PNS and RP–PN2 are viable
for parallelizing PNS and PN2, respectively. The chapter answers RQ 5 by propos-
ing RP–PNS and RP–PN2 which parallelize Proof-Number Search, and describes
the performance of the parallel algorithms.

7.1.4 Paranoid Proof-Number Search

The research question addressed in Chapter 6 was as follows.

RQ 4 How can Proof-Number Search be applied to multi-player games?

The starting point of Chapter 4 was the observation that many two-player games
have been solved but so far little if any research has been devoted to solving multi-
player games. We identified as a reason for this observation that multi-player games
generally do not have a unique game-theoretic value or best strategy because their
search trees have multiple equilibrium points. Therefore, the straightforward way
of solving a game by finding the outcome under optimal play (that is applied in
two-player games) cannot be applied to multi-player games directly. We therefore
proposed solving multi-player games under the paranoid condition. This is equivalent
to finding the optimal score that a player can achieve independently of the other
players’ strategies. We then proposed Paranoid Proof-Number Search (PPNS) for
solving multi-player games under the paranoid condition. In doing so, we made a
constructive contribution to the originally still open question formulated in RQ 4.

Furthermore, we described the multi-player variant of Reversi, Rolit, and applied
PPNS to solve various multi-player versions of 4× 4 and 6× 6 Rolit, and four-player
8× 8 Rolit. The outcome was that in 4× 4 Rolit under the paranoid condition some
players can achieve more than the minimum score while in 6× 6 Rolit and in four-
player 8×8 Rolit no player can achieve more than the minimum score. Moreover, we
observed that for 6×6 Rolit and four-player 8×8 Rolit PPNS performed better than
we would expect from standard paranoid search. We may conclude that PPNS is
able to exploit the non-uniformity of the game tree in multi-player games.

Our answer to RQ 4 is that multi-player games can be solved by finding the best
score under the paranoid condition and provided PPNS for finding this score.

7.2 Conclusions on the Problem Statement

Our problem statement was as follows.

PS How can we improve forward search for solving game positions?

Taking the answers to the research questions above into account we see that there
are several new ways of utilizing the recently so successful Monte-Carlo methods for
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solving game positions, and of tackling open questions related to Proof-Number
Search for solving game positions. We introduced algorithms that demonstrated
(1) how Monte-Carlo evaluation can be used for solving (MC-PNS), (2) how Monte-
Carlo Tree Search can be adapted for solving (MCTS-Solver), (3) how Proof-Number
Search and its two-level variant PN2 can be parallelized (RP–PNS, RP–PN2), and
(4) how Proof-Number Search can be used for solving multi-player games (PPNS).

7.3 Recommendations for Future Research

We complete this chapter by listing recommendations for future research grouped
by the four algorithms suggested in this thesis.

1. MC-PNS. The proposed algorithm, MC-PNS, performed well in the domain
of Go in which MCE proved to be useful. Future research should investigate
the feasibility of the approach in other solving scenarios which have binary
goals and can be searched by AND/OR trees. In particular, it would be of
great interest to investigate whether MC-PNS could be successfully applied to
one-player games or multi-player games.

2. MCTS-Solver. With continuing improvements it is not unlikely that en-
hanced Monte-Carlo-based approaches may even become an alternative to
PNS. As future research, experiments are envisaged in other games to test the
performance of MCTS-Solver. One possible next step is testing the method in
Go, a domain in which MCTS is already widely used. What makes this a some-
what more difficult task is that additional work is required in enabling perfect
endgame knowledge – such as Benson’s Algorithm (Benson, 1988; Van der
Werf et al., 2003) – in MCTS.

3. Parallel Proof-Number Search. Randomized Parallel PNS could still be
improved in several ways. First, a combined parallelization at PN1 and PN2

trees of RP–PN2 will be tested on a shared-memory system with more cores.
Second, a better distribution for guiding the move selection, possibly by in-
cluding more information in the nodes, will be tested to reduce the search
overhead. Third, the speedup of reducing the number of node locks by pooling
will be investigated. Fourth, the concept of the k -most-proving nodes of a
proof-number search tree and an algorithm for finding these nodes efficiently
for a parallelized tree could be investigated and then applied to parallelizing
with a master-servant framework for PNS.

4. Paranoid Proof-Number Search. The challenge of solving three-player
8 × 8 Rolit remains for the future. Parallelization and integration of a bet-
ter evaluation function will give bounds on the scores for three-player 8 × 8
Rolit under the paranoid condition. Moreover, Paranoid PNS could be applied
for solving other more interesting games under the paranoid condition. Para-
noid PNS gives an answer to how game positions can be solved in multi-player
games.



7.3 — Recommendations for Future Research 89

This thesis has contributed to the challenge of solving game positions by im-
proving Monte-Carlo methods for search and proof-number algorithms. While we
provided PPNS in order to address the class of deterministic multi-player games with
perfect information, solving deterministic multi-player games with imperfect infor-
mation is still a challenge. We speculate that devising a combination of methods
proposed and investigated in this thesis such as parallelization with PPNS, or Para-
noid PNS for solving multi-player games under the paranoid condition, with methods
used for solving two-player games with imperfect information, such as metapositions
(cf. Sakuta, 2001; Favini and Ciancarini, 2007), may help to further advance algo-
rithms for solving difficult game positions.
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Brügmann, B. (1993). Monte Carlo Go. Technical report, Physics Department,
Syracuse University, Syracuse, NY, USA.[4, 5, 20, 21, 24]

Bullock, N. (2002). Domineering: Solving Large Combinatorial Search Spaces. ICGA
Journal, Vol. 25, No. 2, pp. 67–84. [4]

Buro, M. (1999). Toward Opening Book Learning. ICCA Journal, Vol. 22, No. 2,
pp. 98–102. [64]

Campbell, M.S. (1985). The graph-history interaction: On ignoring position history.
Proceedings of the 1985 ACM annual conference on the range of computing:
mid-80’s perspective, pp. 278–280, ACM, New York, NY, USA.[9]

Cazenave, T. (2003). Metarules to Improve Tactical Go Knowledge. Information
Sciences, Vol. 154, Nos. 3–4, pp. 173–188. [30]

Cazenave, T. (2009). Nested Monte-Carlo Search. Proceedings of the 21st Interna-
tional Joint Conference on Artificial Intelligence (IJCAI‘09) (ed. C. Boutilier),
pp. 456–461, AAAI Press, Pasadena, CA, USA.[22]

Cazenave, T. and Borsboom, J. (2007). Golois Wins Phantom Go Tournament.
ICGA Journal, Vol. 30, No. 3, pp. 165–166. [22, 43]

Cazenave, T. and Jouandeau, N. (2007). On the Parallelization of UCT. Computer
Games Workshop (CGW‘07) (eds. H.J. van den Herik, J.W.H.M. Uiterwijk,
M.H.M. Winands, and M.P.D. Schadd), Vol. 07-06 of MICC Technical Report
Series, pp. 93–101, Maastricht University, Maastricht, The Netherlands.[25, 50,
64]

Cazenave, T. and Jouandeau, N. (2008). A Parallel Monte-Carlo Tree Search Algo-
rithm. Proceedings of the 6th Computers and Games Conference (CG‘08) (eds.
H.J. van den Herik, X. Xu, Z. Ma, and M.H.M. Winands), Vol. 5131 of Lecture
Notes in Computer Science, pp. 72–80, Springer, Heidelberg, Germany. [64]

Cazenave, T. and Saffidine, A. (2009). Utilisation de la recherche arborescente
Monte-Carlo au Hex. Revue d’Intelligence Artificielle, Vol. 23, Nos. 2–3, pp.
183–202. (in French). [22, 43]

Chaslot, G.M.J.B. (2008). IA-Go Challenge: MoGo vs. Catalin Taranu. ICGA
Journal, Vol. 31, No. 2, p. 126. [2, 19]



94 References

Chaslot, G.M.J.B. (2010). Monte-Carlo Tree Search. Ph.D. thesis, Maastricht Uni-
versity, The Netherlands. [105]

Chaslot, G.M.J.B., Jong, S. de, Saito, J-T., and Uiterwijk, J.W.H.M. (2006).
Monte-Carlo Tree Search in Production Management Problems. Proceedings
of the 18th BeNeLux Artificial Intelligence Conference (BNAIC‘06) (eds. P.Y.
Schobbens, W. Vanhoof, and G. Schwanen), pp. 91–98, Twente University Press,
Enschede, The Netherlands. [19, 22]

Chaslot, G.M.J.B., Winands, M.H.M., and Herik, H.J. van den (2008a). Parallel
Monte-Carlo Tree Search. Proceedings of the 6th Conference on Computers and
Games (CG‘08) (eds. H.J. van den Herik, X. Xu, Z. Ma, and M.H.M. Winands),
Vol. 5131 of Lecture Notes in Computer Science, pp. 60–71, Springer, Berlin,
Germany. [25, 50, 64]

Chaslot, G.M.J.B., Winands, M.H.M., Uiterwijk, J.W.H.M., Herik, H.J. van den,
and Bouzy, B. (2008b). Progressive Strategies for Monte-Carlo Tree Search.
New Mathematics and Natural Computation, Vol. 4, No. 3, pp. 343–357. [22,
25, 32, 47]

Chiang, S.-H., Wu, I-C., and Lin, P.-H. (2010). On Drawn K-In-A-Row Games. Pro-
ceedings of the 13th Advances in Computers Games Conference (ACG‘09) (eds.
H.J. van den Herik and P. Spronck), Vol. 6048 of Lecture in Computer Science,
pp. 158–169, Springer-Verlag, Heidelberg, Germany. [4]

Coulom, R. (2007a). Efficient Selectivity and Backup Operators in Monte-Carlo Tree
Search. Proceedings of the 5th Computers and Games Conference (CG‘06) (eds.
H.J. van den Herik, P. Ciancarini, and H.H.L.M. Donkers), Vol. 4630 of Lecture
in Computer Science, pp. 72–83, Springer, Heidelberg, Germany. [2, 4, 5, 7, 9,
19, 22, 24, 43, 49]

Coulom, R. (2007b). Computing “Elo Ratings” of Move Patterns in the Game of
Go. ICGA Journal, Vol. 30, No. 4, pp. 199–208. [25]

Coulom, R. and Chen, K.-H. (2006). Crazy Stone Wins 9×9 Go Tournament. ICGA
Journal, Vol. 29, No. 3, p. 96. [22]

Davies, J. (1977). The Rules and Elements of Go. Ishi Press, Tokyo, Japan. [105]

DeCoste, D. (1998). The Significance of Kasparov versus Deep Blue and the Future
of Computer Chess. ICCA Journal, Vol. 21, No. 1, pp. 33–43. [2]

Donninger, C. (1993). Null Move and Deep Search: Selective-Search Heuristics for
Obtuse Chess Programs. ICCA Journal, Vol. 16, No. 3, pp. 137–143. [56]

Enzenberger, M. and Müller, M. (2009). Fuego - an open-source framework for board
games and Go engine based on Monte-Carlo tree search. Technical Report 08,
Dept. of Computing Science, University of Alberta, Edmonton, Canada. [22]



References 95

Enzenberger, M. and Müller, M. (2010). A lock-free multithreaded Monte-Carlo
tree search algorithm. Proceedings of the 13th Advances in Computers Games
Conference (ACG‘09) (eds. H.J. van den Herik and P. Spronck), Vol. 6048 of
Lecture in Computer Science, pp. 14–20, Springer, Berlin, Germany. [25, 51]

Favini, G.P. and Ciancarini, P. (2007). Representing Kriegspiel states with metaposi-
tions. Proceedings of the 20th International Joint Conference on AI (IJCAI‘07),
pp. 2450–2455, Morgan Kaufmann, San Francisco, CA, USA.[89]

Ferguson, T.S. (1992). Mate with bishop and knight in Kriegspiel. Theoretical
Computer Science, Vol. 96, No. 2, pp. 389–403. [3]

Finnsson, H. and Björnsson, Y. (2008). Simulation-based approach to general game
playing. Proceedings of the 23rd AAAI Conference on Artificial Intelligence
(AAAI‘08) (eds. D. Fox and C.P. Gomes), pp. 259–264, AAAI Press, Menlo
Park, CA, USA.[22]

Frank, I., Basin, D.A., and Matsubara, H. (1998). Finding Optimal Strategies for
Imperfect Information Games. Proceedings of the 15th National Conference on
Artificial Intelligence (AAAI‘98) (eds. D. Allison and T. Balch), pp. 500–507,
AAAI Press, Menlo Park, CA, USA.[20]

Fujii, M., Kita, H., Murata, T., Hashimoto, J., and Iida, H. (2006). Four-person
Reversi Yonin. Game Informatics GI-15, Vol. 2006, No. 23, pp. 73–80. (in
Japanese). [76, 78]

Gasser, R. (1996). Solving Nine Men’s Morris. Computational Intelligence, Vol. 12,
pp. 24–41. [3]

Gelly, S. and Silver, D. (2008). Achieving master level play in 9×9 computer Go. Pro-
ceedings of the 23rd AAAI Conference on Artificial Intelligence (AAAI‘08) (eds.
D. Fox and C.P. Gomes), pp. 1537–1540, AAAI Press, Menlo Park, CA, USA.
[22, 24, 25]

Ginsberg, M.L. (1999). GIB: Steps Toward an Expert-Level Bridge-Playing Program.
Proceedings of the 16th Joint Conference on Artificial Intelligence (IJCAI‘99),
pp. 584–593. [20]
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Appendix A

Rules of Go and LOA

This Appendix gives the rules for the games of Go and LOA on which some of the
algorithms presented in this thesis have been tested.

A.1 Go Rules

It is beyond the scope of the thesis to explain all rules in detail. For a more elaborate
introduction we refer to Van der Werf (2004). A basic set of rules, adapted from
Davies (1977), is given below. Figure A.1 is adopted from Chaslot (2010).

1. The square grid board is empty at the outset of the game. Usually the grid
contains 19× 19 intersections, though 9× 9 is used as well.

2. There are two players, called Black and White.

3. Black makes the first move, alternating with White (cf. Figure A.1(a)).

4. A move consists of placing one stone of one’s own color on an empty intersection
on the board.

5. A player may pass his turn at any time.

6. A stone or a set of stones of one color that are orthogonally connected by
grid lines is captured and removed from the board when all the intersections
directly adjacent to it are occupied by the opponent (cf. Figure A.1(b)).

7. No stone may be played to repeat a former board position.

8. Two consecutive passes end the game.

9. A player’s territory consists of all the board points he has either occupied or
surrounded.

10. The player with more territory wins.
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1

2 3

4

5

1

(a) From the empty board, Black and
White play alternately on the inter-
sections.

1

(b) Stones that are surrounded are cap-
tured. Black can capture white stones
by playing on the marked intersections.

Figure A.1: Two illustrations for the rules of Go (adopted from Chaslot, 2010).

A.2 LOA Rules

The LOA rules set is based on Winands (2004). LOA is played on an 8×8 board by
two sides, Black and White. Each side has twelve (checker) pieces at its disposal.
Game play is specified by the following rules:1

1. The black pieces are placed in two rows along the top and bottom of the board,
while the white pieces are placed in two files at the left and right edge of the
board (cf. Figure A.2(a)).

2. The players alternately move a piece, starting with Black.

3. A move takes place in a straight line, exactly as many squares as there are
pieces of either color anywhere along the line of movement (cf. Figure A.2(b)).

4. A player may jump over its own pieces.

5. A player may not jump over the opponent’s pieces, but can capture them by
landing on them.

6. The goal of a player is to be the first to create a configuration on the board
in which all own pieces are connected in one unit. Connected pieces are on
squares that are adjacent, either orthogonally or diagonally (e.g., see Figure
A.2(c)). A single piece is a connected unit.

7. In the case of simultaneous connection, the game is drawn.

1These are the rules used at the Computer Olympiads and at the MSO World Championships.
In some books, magazines or tournaments, there may be a slight variation on rules 2, 7, 8, and 9.
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8. A player that cannot move must pass.

9. If a position with the same player to move occurs for the third time, the game
is drawn.
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Figure A.2: (a) The initial position. (b) Example of possible moves. (c) A terminal position.
Adapted from Chaslot (2010).

8. A player that cannot move must pass.

9. If a position with the same player to move occurs for the third time, the game
is drawn.

In Figure A.2(b) the possible moves of the black piece on d3 (using the same
coordinate system as in chess) are shown by arrows. The piece cannot move to f1
because its path is blocked by an opposing piece. The move to h7 is not allowed
because the square is occupied by a black piece.

(a) The initial position.
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Figure A.2: (a) The initial position. (b) Example of possible moves. (c) A terminal position.
Adapted from Chaslot (2010).
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In Figure A.2(b) the possible moves of the black piece on d3 (using the same
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(b) Example of possible moves.
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8. A player that cannot move must pass.

9. If a position with the same player to move occurs for the third time, the game
is drawn.

In Figure A.2(b) the possible moves of the black piece on d3 (using the same
coordinate system as in chess) are shown by arrows. The piece cannot move to f1
because its path is blocked by an opposing piece. The move to h7 is not allowed
because the square is occupied by a black piece.

(c) A terminal position.

Figure A.2: Three illustrations for the rules of LOA (adopted from Winands, 2004).

In Figure A.2(b) the possible moves of the black piece on d3 (using the same
coordinate system as in chess) are shown by arrows. The piece cannot move to f1
because its path is blocked by an opposing piece. The move to h7 is not allowed
because the square is occupied by a black piece.
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Summary

Humans enjoy playing games not only to satisfy their desire for entertainment but
also because they seek an intellectual challenge. One obvious challenge in games is
defeating an opponent. The AI equivalent to this challenge is the design of strong
game-playing programs. Another challenge in games is finding the result of a game
position, for instance whether a Chess position is a win or a loss. The AI equivalent
to this challenge is the design of algorithms that solve positions. While game-playing
programs have become much stronger over the years, solving games still remains a
difficult task today and has therefore been receiving attention continuously.

The topic of the thesis is the difficult task of solving game positions. Our re-
search utilizes current developments in the rapidly developing field of Monte-Carlo
methods for game-tree search and the continuously evolving field of Proof-Number
Search to develop new solving algorithms. To that end, the here described research
contributes and tests new forward-search algorithms, i.e., algorithms that explore a
search space by starting from a game position and developing a search tree from top
to bottom. The new algorithms are empirically evaluated on three games, (1) Go,
(2) Lines of Action (LOA), and (3) Rolit.

Chapter 1 provides an introduction. It describes the place of games in the domain
of AI and provides the notion of solving games and solving game positions. The
chapter introduces the problem statement:

PS How can we improve forward search for solving game positions?

Moreover, Chapter 1 provides four research questions that address four aspects
of the problem statement that are central to solving game positions with forward
search. The four questions deal with the following topics, which are part of the
recent progress in the research on game-tree search: (1) search with Monte-Carlo
evaluation, (2) Monte-Carlo Tree Search, (3) parallelized search, and (4) search for
multi-player games.

The aim of Chapter 2 is to provide an overview of search techniques related and
relevant to the solving algorithms presented in later chapters. It introduces basic
concepts and gives notational conventions. It devotes particular detail to two topics:
proof-number algorithms and Monte-Carlo techniques. Proof-number algorithms are
stressed because they are well-studied standard techniques for solving. The reason
for paying particular attention to Monte-Carlo techniques is that they have recently
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contributed substantially to the field of games and AI.

Chapter 3 introduces a new algorithm, MC-PNS, that combines Monte-Carlo
evaluation (MCE) with Proof-Number Search (PNS). Thereby the first research
question is addressed.

RQ 1 How can we use Monte-Carlo evaluation to improve Proof-Number Search for
solving game positions?

An application of the new algorithm and several of its variants to the life-
and-death sub-problem of Go is described. It is demonstrated experimentally that
given the right setting of parameters MC-PNS outperforms simple PNS. Moreover,
MC-PNS is compared with a pattern-based heuristic for initialization leaf nodes in
the search tree of PNS. The result is that MC-PNS outperforms the purely pattern-
based initialization. We conclude that the reason for the superior performance of
MC-PNS is the flexibility of the MCE.

Chapter 4 introduces a novel Monte-Carlo Tree Search (MCTS) variant, called
MCTS-Solver, addressing the second research question.

RQ 2 How can the Monte-Carlo Tree Search framework contribute to solving game
positions?

The chapter adapts the recently developed MCTS framework for solving game
positions. MCTS-Solver differs from traditional MCTS in that it can solve positions
by propagating game-theoretic values. As a result it converges faster to the best
move in narrow tactical lines. Experiments in the game of Lines of Action (LOA)
show that MCTS-Solver with a particular selection strategy solves LOA positions
three times faster than MCTS-Solver using the standard selection strategy UCT.
When comparing MCTS-Solver to αβ search, MCTS-Solver requires about the same
effort as αβ to solve positions. Moreover, we observe that PN2 (a two-level Proof-
Number Search algorithm) is still five times faster than MCTS-Solver. Additionally,
we show that tree parallelization for MCTS-Solver has a scaling factor of 4 with 8
threads, easily outperforming root parallelization. We conclude that at least during
game-play (online) MCTS-Solver is comparable with a standard αβ search in solving
positions. However, for off-line solving positions, PNS is still a better choice.

Chapter 5 introduces a parallel Proof-Number Search algorithm for shared mem-
ory, called RP–PNS. Thereby, we answer the third research question.

RQ 3 How can Proof-Number Search be parallelized?

The parallelization is achieved by threads that select moves close to the principal
variation based on a probability distribution. Furthermore, we adapted RP–PNS for
PN2, resulting in an algorithm called RP–PN2. The algorithms are evaluated on
LOA positions. For eight threads, the scaling factor found for RP–PN2 (4.7) is
even better than that of RP–PNS (3.5) but mainly achieved because the size of the
second-level (i.e., PN2) tree depends on the number of threads used. Based on these
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results the chapter concludes that RP–PNS and RP–PN2 are viable for parallelizing
PNS and PN2, respectively.

Chapter 6 focuses on solving multi-player games. The chapter gives an answer
to the fourth research question.

RQ 4 How can Proof-Number Search be applied to multi-player games?

The starting point of Chapter 6 is the observation that many two-player games
have been solved but virtually no research has been devoted to solving multi-player
games. We identify as a reason for this observation that multi-player games generally
do not have a unique game-theoretic value or strategy because their search trees have
multiple equilibrium points. Therefore, the straightforward way of solving a game
by finding the outcome under optimal play (that is applied in two-player games)
cannot be applied to multi-player games directly. We therefore propose solving
multi-player games under the paranoid condition. This is equivalent to finding the
optimal score that a player can achieve independently of the other players’ strategies.
We then propose Paranoid Proof-Number Search (PPNS) for solving multi-player
games under the paranoid condition.

The chapter describes the multi-player variant of the game of Reversi, Rolit, and
discusses how to apply PPNS to solve various multi-player variants of 4 × 4 and
6×6 Rolit, and four-player 8×8 Rolit. The outcome is that in 4×4 Rolit under the
paranoid condition some players can achieve more than the minimum score while
in 6 × 6 Rolit and in four-player 8 × 8 Rolit no player can achieve more than the
minimum score. However, we observe that for 6×6 Rolit and four-player 8×8 Rolit
PPNS performs better than we would expect from standard paranoid search. The
chapter concludes by stating that PPNS is able to exploit the non-uniformity of the
game tree in multi-player games.

Chapter 7 concludes the thesis and gives an outlook to open questions and di-
rections for future research. While the thesis provides PPNS addressing the class
of deterministic multi-player games with perfect information, we end by pointing
out that solving deterministic multi-player games with imperfect information still
remains a challenge and we briefly speculate how this problem can be tackled.





Samenvatting

Mensen genieten van abstracte spelen niet alleen om hun verlangen naar amuse-
ment te bevredigen maar ook omdat ze een intellectuele uitdaging zoeken. Een
voor de hand liggende uitdaging in spelen is het verslaan van de tegenstander. De
corresponderende AI uitdaging is het ontwerpen van sterke spelprogramma’s. Een
andere uitdaging in spelen is het vinden van het resultaat van een spelpositie, bijvoor-
beeld of een schaakstelling een winst of verlies is. De corresponderende AI uitdaging
is het ontwerpen van algoritmen die posities oplossen. Terwijl spelprogramma’s door
de jaren heen veel sterker geworden zijn, blijft het oplossen van spelen nog steeds
een moeilijke taak en heeft daarom voortdurend aandacht gekregen.

Het onderwerp van dit proefschrift is de moeilijke taak van het oplossen van
spelposities. Ons onderzoek maakt gebruik van actuele ontwikkelingen in het zich
snel ontwikkelende veld van Monte-Carlo methoden voor spelboom zoekprocessen en
het continu ontwikkelende veld van Proof-Number Search om nieuwe algoritmen te
ontwikkelen die oplossen. Het hier beschreven onderzoek draagt bij en test nieuwe
voorwaarts zoekalgoritmen, dat wil zeggen, algoritmen die een zoekruimte verkennen
door vanuit een positie een zoekboom te ontwikkelen. De nieuwe algoritmen worden
empirisch geëvalueerd in drie spelen, (1) Go, (2) Lines of Action (LOA), en (3) Rolit.

Hoofdstuk 1 geeft een inleiding. Het beschrijft de plaats van spelen in het AI
domein en geeft de begrippen van het oplossen van spelen en het oplossen van spel-
posities. Het hoofdstuk introduceert de volgende probleemstelling:

PS Hoe kunnen we beter voorwaarts zoeken bij het oplossen van spelposities?

Om de probleemstelling te beantwoorden hebben we vier onderzoeksvragen ge-
formuleerd over onderwerpen op het gebied van het oplossen van spelposities door
middel van voorwaarts zoeken. Ze gaan over (1) het zoeken met Monte-Carlo eva-
luaties, (2) Monte-Carlo Tree Search, (3) geparallelliseerde zoekprocessen, en (4)
zoekprocessen voor meerdere spelers.

Hoofdstuk 2 geeft een overzicht van zoektechnieken die gerelateerd en relevant
zijn voor de zoekalgoritmen die in de latere hoofdstukken worden gegeven. Het
hoofdstuk introduceert basisbegrippen en geeft conventies voor notatie. Er wordt
dieper in gegaan op twee onderwerpen: Proof-Number algoritmen en Monte-Carlo
technieken. Proof-Number algoritmen worden benadrukt omdat ze goed bestudeerde
standaard technieken zijn voor oplossen van spelposities. De reden voor de aandacht



118 Samenvatting

voor Monte-Carlo technieken is dat ze een aanzienlijk bijdrage hebben geleverd in
het gebied van spelen en AI.

Hoofdstuk 3 introduceert een nieuw algoritme, MC-PNS, dat Monte-Carlo eva-
luaties (MCE) combineert met Proof-Number Search (PNS). Dit leidt tot de eerste
onderzoeksvraag.

RQ 1 Hoe kunnen we Monte-Carlo evaluaties gebruiken om Proof-Number Search
te verbeteren voor het oplossen van spelposities?

Een toepassing van het nieuwe algoritme op het leven-en-dood subprobleem in
het spel Go wordt beschreven. Er wordt experimenteel aangetoond dat met de
juiste parameterinstellingen MC-PNS de standaard PNS overtreft. Tevens wordt
MC-PNS vergeleken met een op patronen gebaseerde heuristiek om de bladeren
van de PNS zoekboom te initialiseren. Het resultaat is dat MC-PNS de patroon-
gebaseerde initialisatie overtreft. We concluderen dat de reden voor de betere pres-
taties van MC-PNS is gelegen in de flexibiliteit van de toegepaste MCE.

Hoofdstuk 4 introduceert een nieuw Monte-Carlo Tree Search (MCTS) variant,
genaamd MCTS-Solver. Dit heeft ons gebracht tot de tweede onderzoeksvraag.

RQ 2 Hoe kan het Monte-Carlo Tree Search raamwerk bijdragen aan het oplossen
van spelposities?

Het hoofdstuk past het MCTS raamwerk aan voor het oplossen van spelposities.
De variant MCTS-Solver verschilt van de standaard MCTS aanpak door het feit
dat het posities kan oplossen door middel van het propageren van speltheoretische
waarden. Als gevolg daarvan convergeert het sneller naar de beste zet in tactische
posities. Experimenten in het spel Lines of Action (LOA) laten zien dat MCTS-
solver met een specifieke selectie strategie LOA posities drie keer sneller oplost dan
MCTS-Solver met behulp van de standaard selectie strategie UCT. Vergelijken we
MCTS-Solver met een standaard αβ zoekproces, dan lost MCTS-Solver LOA posi-
ties op met ongeveer dezelfde inspanning als αβ. Bovendien stellen we vast dat PN2

(een Proof-Nunber Search algoritme bestaande uit twee niveaus) nog steeds vijf keer
sneller is dan MCTS-Solver. Daarnaast tonen we aan dat boomparallellisatie voor
MCTS-Solver schaalt met een factor 4 voor 8 processorkernen. Wortelparallellisatie
wordt hier eenvoudig overtroffen. We concluderen dat gedurende het spel (online)
MCTS-Solver vergelijkbaar is met een standaard αβ zoekproces voor het oplossen
van posities. Echter, voor het oplossen van posities offline is PNS nog steeds een
betere keuze.

Hoofdstuk 5 introduceert een parallel Proof-Number Search algoritme voor ge-
deeld geheugen, genaamd RP–PNS. Daarmee beantwoorden we de derde onderzoeks-
vraag.

RQ 3 Hoe kunnen we Proof-Number Search parallelliseren?
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De parallellisatie wordt bereikt door middels een kansverdeling zetten te selec-
teren in de buurt van de hoofdvariant. Verder hebben we RP–PNS aangepast voor
PN2, resulterend in RP–PN2. De algoritmen worden getest op LOA posities. Voor 8
processorkernen is de gevonden schaalfactor voor RP–PN2 (4.7) zelfs beter dan die
van RP–PNS (3.5). De reden hiervoor is dat de grootte van de zoekboom op het
tweede niveau (dat wil zeggen, PN2) afhangt van het aantal gebruikte processorker-
nen. Op basis van deze resultaten concluderen we dat RP–PNS en RP–PN2 geschikte
technieken zijn om respectievelijk PNS en PN2 te paralleliseren.

Hoofdstuk 6 richt zich op het oplossen van speldomeinen met meerdere spelers.
Het hoofdstuk geeft een antwoord op de vierde onderzoeksvraag.

RQ 4 Hoe kunnen we Proof-Number Search toepassen voor speldomeinen met
meerdere spelers?

Het uitgangspunt van dit hoofdstuk is de constatering dat veel tweespeler spelen
zijn opgelost, maar vrijwel geen onderzoek is besteed aan het oplossen van spelen
met meerdere spelers. De laatstgenoemde spelen hebben in het algemeen geen unieke
speltheoretische waarde of strategie omdat hun zoekbomen meerdere evenwichtspun-
ten kunnen hebben. Daarom kan de aanpak voor het oplossen van een tweespeler
spel niet worden toegepast op een meerspeler spel. Wij stellen voor dit soort spelen
op te lossen onder de paranöıde conditie. Dit is gelijk aan het vinden van de opti-
male score die een speler zelfstandig kan bereiken onafhankelijk van de strategieën
van zijn opponenten. We introduceren Paranoid Proof-Number Search (PPNS) voor
het oplossen van meerspeler spelen onder de paranöıde conditie.

Dit hoofdstuk beschrijft de meerspeler variant van het spel Reversi, Rolit, en be-
spreekt hoe PPNS toe te passen om diverse meerspeler varianten van 4× 4 en 6× 6
Rolit, en vierspeler 8×8 Rolit op te lossen. Het resultaat is dat voor 4×4 Rolit onder
de paranöıde conditie sommige spelers meer dan de minimale score kunnen behalen,
terwijl voor 6×6 Rolit en vierspeler 8×8 Rolit geen enkele speler meer kan bereiken
dan de minimale score. Wij constateren dat voor 6×6 Rolit en vierspeler 8×8 Rolit
PPNS beter presteert dan het beste geval voor Paranoid Search. Het hoofdstuk
sluit af door te stellen dat PPNS in staat is om het non-uniforme karakter van de
spelboom in meerspeler spelen uit te buiten.

Hoofdstuk 7 sluit het proefschrift af en geeft een vooruitblik op open vragen en
richtingen van toekomstig onderzoek. Hoewel in het proefschrift het PPNS algoritme
is voorgesteld om deterministische meerspeler spelen met perfecte informatie op te
lossen, eindigen we door erop te wijzen dat het oplossen van deterministische meer-
speler spelen met imperfecte informatie nog steeds een uitdaging is. We speculeren
in het kort hoe dit probleem aangepakt kan worden.
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