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Abstract—In Audio-Video Emotion Recognition (AVER), the
idea is to have a human-level understanding of emotions from
video clips. There is a need to bring these two modalities into
a unified framework, to effectively learn multimodal fusion for
AVER. In addition, literature studies lack in-depth analysis
and utilization of how emotions vary as a function of time.
Psychological and neurological studies show that negative and
positive emotions are not recognized at the same speed. In this
paper, we propose a novel multimodal temporal deep network
framework that embeds video clips using their audio-visual
content, onto a metric space, where their gap is reduced and their
complementary and supplementary information is explored. We
address two research questions, (1) how audio-visual cues con-
tribute to emotion recognition and (2) how temporal information
impacts the recognition rate and speed of emotions. The proposed
method is evaluated on two datasets, CREMA-D and RAVDESS.
The study findings are promising, achieving the state-of-the-art
performance on both datasets, and showing a significant impact
of multimodal and temporal emotion perception.

Index Terms—multimodal and incremental learning, deep
metric learning, audio-video emotion recognition

I. INTRODUCTION

Emotions are a key component in human-human commu-
nications, and a great amount of affective information is
displayed through facial expressions, gestures, speech, and
other means [1]–[3]. However, HCI still lacks these elements
to enable a more human-centered interaction. Human-centered
computation through affective computing can help in recog-
nizing emotions, and generate proper actions to have richer
communication. Applications of affective computing range
from education [4], autonomous driving [5], entertainment [6]
to health-care [7].

From a psychological and neurological perspective, research
has gained preliminary evidence about how the brain tends to
bind information received from different modalities [8]. The
binding interaction of different modalities has been demon-
strated in the so-called McGurk effect [9], which shows that
audio signals can be altered by the display of incongruent
visual information. This multimodal integration is essential for
multimodal perception in many cases [10], since it enables
accurate perception in a noisy environment or in a state of
confusion. In addition, studies show that speech and facial
expressions can substitute and complement each other in many
tasks such as emotion recognition or speech identifications [8].

Another question of multimodal emotion perception is in-
cremental perception. Emotion recognition varies as a function
of time, and this temporal process might change according
to the kind of emotions [8]. However, much of the focus
in AVER systems relies on multimodal learning and fusion,
through the selection of apex moments [11], and there is still
less exploration of multimodal interaction over time [12]. In
the literature of multimodal emotion recognition, much of
the effort went either to a late fusion of modalities [13] or
to building temporal features, based on the assumption that
emotions are expressed simultaneously and global information
can be obtained to represent the emotional content of a video
clip. However, these studies overlooked an important aspect
of how multimodal information binds and evolves over time,
which is the aim of this research paper.

In this work, we address the following research questions: 1.
how to efficiently connect information from different modal-
ities, and 2. how to deal with incremental emotion display.
For this purpose, we design a data-driven unified multimodal-
temporal deep learning methodology to explore the varia-
tion of emotion expression over time through audio-visual
modalities. The proposed method aligns the visual and audio
representations using multi-stages integration and learning.
The integrated multimodal framework is inspired by a gating
paradigm introduced in [14] by F. Grosjean. In this paradigm,
a stimulus is presented in successive segments of increasing
duration. It is shown that emotion perception improves over
time, by providing people with a richer context.

Furthermore, by employing an efficient metric distance,
the accuracy of many classification and retrieval problems
[15], [16] can be increased, as it contributes to obtaining an
improved performance and robust representation. In metric
learning, the task is to learn a distance function that is efficient
to measure the similarity and dissimilarity of data samples. It
is a successful technique in many domains, such as person
identification and image classification and retrieval [17].

In this paper, we make two main contributions. First, we
propose a novel end-to-end multimodal deep metric learning
architecture. Our integrated temporal paradigm aims to learn
audio-visual embeddings (representations) that are aware of
emotional content in both auditory signals and facial expres-
sions. The proposed methodology is illustrated in Fig. 1 and
explained in details in Section III. Second, we develop an effi-
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cient learning algorithm through a multimodal and incremental
triplet sets’ mining and data augmentation, which is crucial to
train the proposed methodology and improve the performance.
The proposed solutions are explained in Section IV. Finally,
we demonstrate these contributions in Section V, by providing
an extensive evaluation on two large-scale audio-video emo-
tion datasets, namely: the Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) [18] and Crowd-
Sourced Emotional Multimodal Actors Dataset (CREMA-D)
[19], showing how the proposed method efficiently fuses the
different contributions of each modality over time.

II. RELATED WORK

Multimodal emotion recognition: human emotion recog-
nition is a multi-disciplinary domain that has gained notable
attention in the fields of AI, HCI, psychology, and related
fields [3]. Humans rely on diverse modalities in their so-
cial interactions such as facial expressions and speech [8].
Similarly, multimodal learning in affective computing seems
natural and has been proven to increase system robustness
and accuracy [1]. In addition, with the recent developments
in Deep Learning (DL) architectures [20], deep learning has
been applied in AVER using shallow and deep networks.

Temporal emotion recognition: emotion perception might
vary over time according to classes of emotions. Previous
studies on AVER indicate the importance of multimodal and
temporal information [1]. However, the existing systems on
emotion recognition focus less on studying how to bind
multimodal information over time. Many studies attempt to
model onset, apex and offset of expressions. In addition, some
studies select apex expressions and speaking face tracks for
multimodal learning and fusion [11]. In [12], Yelin Kim and
Emily M. Provost proposed a framework to explore timing and
duration’s effect on emotion classes. Their work is based on
window averaging of audio-visual cues to spot the influential
regions over time for utterance-level emotion inference.

Nevertheless, our approach focuses on building multimodal
incremental embeddings and checking how they contribute
to emotion recognition over time. The proposed paradigm
benefits from initial time windows of emotion expression and
transmits this knowledge to the subsequent windows.

Multimodal learning: multimodal learning is one of the
challenging frontiers in machine learning [2]. Different ap-
proaches have been proposed for multimodal learning and
can be categorized as follow [21]: multi-representation align-
ment (e.g. correlation-based models [22] and distance and
similarity-based models [23]) and multi-view representation
fusion (e.g. graphical models [21] and neural network models
[24]).

Our work follows the category of multi-view representation
alignment, by employing Deep Metric Learning (DML). The
basic concept of metric learning is to modify a conventional
metric, such as Euclidean distance, by including an efficient
mapping function: f : x→ Rn. In this mapping process, the
aim is to bring similar samples closer, and the dissimilar ones
further, given the distance: d( f (xi), f (x j) = ‖ f (xi)− f (x j)‖2

2.

Conventional metric learning approaches, such as Large Mar-
gin Nearest Neighbours (LMNN), usually learn a linear map-
ping. This linear mapping might suffer from the non-linear
relationships between data samples, especially in multimodal
learning tasks.

In our study, we adopt DML given its efficiency in learning
robust representations. Involving distance metric embedding
within the proposed architecture guarantees learning compact
and discriminative features [25], [26]. Moreover, we employ
triplet loss, since it involves negative and positive samples for a
given anchor, which makes it more suitable for a classification
task such as the one in AVER (more details are given in
Section III-B). Another reason is that DML can tackle the
lack of sufficient data to train deep models, since it exploits
the data similarity between samples, which generates a larger
pool of data to train DL efficiently.

DML: DL has been widely accepted as an effective model
in highly non-linear data, and currently is proven to be the
state-of-the-art in data representation and perception tasks [2],
[20]. Therefore, DL can be used explicitly in learning mapping
functions for metric learning, through a set of non-linear
transformations. Moreover, multimodal deep learning is a way
to exploit the dependencies and complementary information in
multimodal tasks such as AVER [2], [27].

III. METHODOLOGY

In this paper, we aim to generate temporal audio-visual em-
beddings for accurate multimodal and temporal (incremental)
emotion perception. Specifically, we aim at producing discrim-
inative embeddings, by taking into consideration the binding
information between audio-visual modalities diachronically.
When designing the multimodal deep learning framework
based on metric loss, we have these objectives:
• It should exploit the complementary information in the audio-

visual representations.
• It is expected to produce discriminative and representative

features and to reduce the gap between the audio-visual rep-
resentations. In AVER, one of the challenges is that usually
there is not a perfect alignment between the two data channels
in terms of emotion expression. For example, happiness
could be initially expressed through facial expressions, while
corresponding time-slices in the audio channels are not useful
yet. However, the following audio time slices could provide
valuable information [28].

• The framework should take into consideration the temporal
evolution of emotion expression in video-clips. Emotion ex-
pression could have gradual descent or ascent, where emotion
expression is peaked at certain moments. Studies demon-
strated that emotion perception might require a different
amount of time for an accurate detection [12]. Therefore,
these alterations could be exploited efficiently through a
temporally-trimmed framework.

A. Temporal Joint Embeddings

Fig. 1 outlines the proposed architecture for achieving
incremental shared representations, modeling the relationships
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Fig. 1: The proposed framework of multimodal temporal deep
metric learning for AVER. It has two streams of audio ( f a(xa))
and video ( f v(xv)) sub-networks, diachronically connected via
LSTM cells as a gating paradigm. In each gate, identification
and discriminative signals guide the training of the network.

between the two modalities over time. This is pursued through
identification and discriminative signals in each time-window
that are averaged to obtain a temporal framework. The pro-
posed architecture shows how the sub-networks are connected
incrementally via LSTM cells.

To target our research objectives, we learn joint embeddings
via two stream networks, audio, and visual networks. In
each gate, we employ 3D-CNN [29] for visual mapping:
f v(xv) : Rdv → Rp and soundNet [30] for audio mapping:
f a(xa) : Rda →Rp, which map the visual and audio cues of a
video clip onto a shared space: Rp. In each sub-network, gates
are connected by Long-Short-Term-Memory (LSTM) cells to
explore and utilize temporal dependency between video clip
segments (time-windows). Prior to feeding LSTM cells with
the visual mapping, the gap between the two modalities is
reduced, through minimizing the distance between the two
representations via Mean Square Error (MSE) loss functions.

B. Definitions

In AVER, a dataset (D) contains m video clips with audio
and visual signals, while each clip is annotated with a discrete
emotion Iy:

D= {(xv
1,x

a
1, I

y1
),(xv

2,x
a
2, I

y2
), ...,(xv

m,x
a
m, I

ym
)}

xv
i ∈ Xdv

and xa
i ∈ Xda

denote video and audio feature vectors
corresponding to the ith sample of video Xdv×m and audio
Xda×m data samples. Iyi ∈ IY refers to the given discrete
emotion label. The goal, in AVER, is to predict the emotional
content of a given sample test.

In our work, we apply DML based on triplet networks.
The loss function of this type of architecture uses triplet sets:
(xi,x+i ,x

−
i ), where xi is an anchor, x+i and x−i are similar and

dissimilar examples to xi, respectively (as shown in (1)). The
optimization procedure aims to minimize the distance between
the anchor (baseline) input to a positive pair while maximizing
the distance from the anchor to the negative pair [26].

d f (xi,x+i ,x
−
i ) = ‖ f (xi)− f (x+i )‖

2
2−‖ f (xi)− f (x−i )‖

2
2 +margin (1)

C. Formulation

To learn the parameters of each audio-visual mapping,
and the temporal connections between the cells, taken into
consideration our research objectives, in each time-window
(gate), we employ a temporal metric that has two terms: (1)
multimodal triplet Ltr and (2) MSE Lmse loss functions:

argmin
f v , f a

L =
1

2T

T

∑
t=0

Lt = Lmse
t +Ltr

t =
1
N

N

∑
i=0
‖ f v(xv

it)− f a(xa
it)‖

2
2

+
1

2N

N

∑
i=0

∑
m=v,a

max
(
d f m (xm

it ,x
+m
it ,x−m

it ),0
) (2)

where t refers to a time-window in the architecture, which
can be up to T; N is the number of samples per mini-batch; xa,v

it
indicate the corresponding segment of (a) audio or (v) video
data in a given (xi) video clip. We formulate the multimodal
triplet loss Ltr that optimizes f v(xv) and f a(xa) to minimize
the distance between an anchor and a positive sample, while
increasing the distance to a negative sample.

In each time-window and mini-batch, for both modalities,
we sample a two sets Ta,v of triplets: (xa,v

it ,xa,v
it+,x

a,v
it−), where

xa,v
it is an anchor, and xa,v

it+ and xa,v
it− are similar and dissimilar

examples to xa,v
it , respectively. In other words, triplet loss

minimizes the intra-class variations and maximizes the inter-
class variations and provides an identification signal, which
is conducted on the audio and video embeddings through a
multimodal and incremental negative and positive triplet sets
mining (explained in Sect. III-D).

The second term of the temporal loss formulation, Lmse,
is responsible for leveraging similar information in both
modalities, by minimizing the distance between the audio
and video embeddings. Therefore, the main advantage of our
framework consists in not only capturing the complementary
and supplementary information between the audio-video chan-
nels in a global manner, but also in modeling them across
time, contributing to a better overall emotion understanding,
regarding its display pattern.

D. Multi Windows Triplet Sets Mining (MWTSM)

One of the main challenges in DML is that triplet loss often
suffers from slow convergence. In each time-window, as the
possible number of the triplet sets is large, DML learns to
map correctly easy samples. However, hard negative mining
is essential to improve the performance of the network and
to provide it with useful training guidance. Therefore, as
suggested by [25], [31], online hard negative mining based
on mini-batches is an effective solution.

In our work, we propose MWTSM, an effective technique
for hard samples mining, at each time-window (t), where
we opt for hard negative mining by harvesting the triplets
based on temporal-multimodal embeddings. Each mini-batch
contains N-samples (video-clips) for each modality. Therefore,
for each sample in each modality, we obtain triplet-sets with
hard negative samples that have the largest distances according
to the defined metric in Eq. 1, resulting in a total of 2N
triplet sets. Considering that in our framework we have T
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Fig. 2: Example of hard negative triplet sets mining based
on audio-video modalities. The proposed DML minimizes the
distance between the anchor video-clip and its positive sample,
while maximizing the distance to its negative sample.

time-windows, the final number of triplet sets is 2T N. Fig 2
displays this process to a given video-clip for two modalities.

In addition, in each time-window (gate), the hard sets of
triplets are forwarded to the next windows. Such that, in
the new time-window, the hard negative mining selects new
samples for each anchor. This strategy enables the framework
to have many useful triplets and avoids repeated sets to
optimize the learning process.

IV. IMPLEMENTATION DETAILS

Data augmentation in DML for AVER: during our imple-
mentation and experimentation, we observed that random data
augmentation for metric learning in affective computing could
be quite harmful, degrading both the learning process and
the performance. The reason is that embeddings of different
facial regions could trigger a false selection of triplet sets.
Therefore, for each mini-batch, we apply similar methods for
data augmentation and they can be random for different mini-
batches, but not within one of them. For example, cropping is
applied by re-sizing video’s frames into 112×112 resolutions,
then randomly cropping 96×96 patches. Similarly, data aug-
mentation techniques are applied on audio raw signals such as
adding noise, changing the pitch, and the speed of the signal.
However, during the test, models are applied over given video
clips segments and, for visual mapping, we select 96× 96
center crops. In addition, data augmentation is not applied to
audio signals, during the testing and evaluation phases.

Audio and visual mapping: in our study, for the au-
dio and video mapping, we employed SoundNet [30] and
the 3D-CNN branch of Two-Stream Inflated 3D ConvNet
(I3D) [29], respectively. More details about the architecture
of these models are given in the corresponding papers. The
two architectures are pre-trained using Softmax approaches.
In our work, we adopted these architectures as audio and
visual mapping models for the proposed framework, due to
the following reasons: (1) their ability to capture and model
temporal data up to several seconds, and (2) they are state-
of-the-art models and have a good discriminative power for
many other audio-video recognition tasks.

Training procedure: the proposed architecture is trained
on two Titan XP GPUs for 100 epochs. The batch size is 5
times the number of emotion classes. We used Adam optimizer
with a 0.001 learning rate, and 0.0005 weight decay. The
margin in the triplet loss was set as 1. We found these
parameters to give a good performance with a combination
of other parameters such as the number of windows and their
length (discussed in the experimental Section V-B).

(a) audio (b) video (c) audio-video

Fig. 3: t-SNE plot for a subset of CREMA-D, in the learned
subspace. In (a), (b) and (c), we visualize the audio, video
and the concatenated audio-video data following the proposed
methodology, where the clusters are better structured, and best
separated when both modalities exist.

V. EXPERIMENTS

Experimental Setup: The multimodal perception is based
on the Gating Paradigm (GP) proposed in [14]. In the standard
GP, audio-visual cues are presented in successive segments,
with a forward manner. Next, in each gate, participants give
confidence to each segment. Similarly in our approach, during
training and evaluation, these segments were presented to
the framework, where the temporal layer, based on LSTM,
is accumulating and learning the contribution of them. Our
approach resembles the standard GP, in which participants rate
segments, by evaluating the multimodal presentation in each
step using the identification signal provided by the triplet loss.

Each audio-visual segment’s length was set to either 1 or
2 seconds. As a result, each LSTM output corresponds to
the number of the previous gates. For example, the first cell
of LSTM has information of the first level (e.g. 1 second),
the second (2 seconds), the third (3 seconds) and so on.
These windows can have an overlap of 500 ms. Next, in
each gate, audio-visual embeddings are assessed through the
identification loss (triplet loss), and the gap between the two
modalities is reduced by the MSE loss (as defined in 2).

A. Evaluation Scenarios and Datasets

Validation protocol: the efficiency of the proposed method-
ology is evaluated on two public AVER datasets, CREMA-
D [19] and RAVDESS [18]. We divided the two datasets
into 10-folds to perform cross-validation based on subjects.
In other words, for each fold, subjects’ clips are either in the
training or testing sets, and there is not any overlap between
these two sets. Subsequently, in each fold, we trained the
proposed framework on the training folds and then test it on
the remaining fold. The reported results are the average of
these 10-folds.

Classification and evaluation scenarios: in each time-
window, LSTM output is considered the corresponding embed-
dings of the given gate. The dimension of these embeddings
is 400. The embeddings produced by the proposed framework
are suitable to be evaluated by a simple classifier such as K-
Nearest Neighbor (KNN). The evaluation is applied on the
audio, video and the concatenated audio-video embeddings. K
was set to 15, while the distance used is the Euclidean distance.
The method is tested according to the following scenarios:
• A baseline constructed via unimodal and multimodal per-

ception based on global information (apex moments of the



TABLE I: Tests for Various Configurations. RAVDESS and
CREMA-D have an average of 3.82±0.34, and 2.63±0.53
seconds length video clips, respectively.

Dataset #Windows Length Overlap Accuracy %
RAVDESS 2 1 3 64.1

2 2 3 64.7
4 1 3 66.2
6 1 3 67.5
8 1 3 67.7
2 1 7 62.3
4 1 7 65.3

CREMAD 2 1 3 73.7
4 1 3 73.5
6 1 3 74.0

video-clip) without the temporal loss (referred to as global
approach).

• A baseline based on the concatenation of LSTM embeddings,
trained using DML for both modalities. We refer to it as
LSTM’s feature concatenation.

• Incremental perception, based on the gating paradigm through
the proposed method (our approach).

CREMA-D [19] is a large-scale multimodal emotion expres-
sion dataset. It contains 7442 clips from 91 actors (43 females
and 48 males). Their age ranges between 20 and 74 and
they come from a variety of races and ethnicities (African
American, Asian, Caucasian, Hispanic). Actors were asked to
speak 12 sentences, according to six different emotions, anger,
disgust, fear, happiness, neutral, and sadness, with four differ-
ent levels (intensities), low, medium, high and unspecified.

RAVDESS [18] is a multimodal emotional speech and songs
database. In this work, we chose to use the speech part of
the dataset as it is labeled with eight archetypal emotions:
anger, happiness, disgust, fear, surprise, sadness, calmness and
neutral. This subset contains a total of 2880 recordings.

A visualization of embeddings from the final time-window
is provided in Fig. 3. The figure illustrates the clusters formed
based on emotion classes. More importantly, we can observe
that the clustering is improved when the two modalities are
combined, compared to only visual or audio information. In
addition, in our experiments, we observe that the contribution
of visual information in the multimodal perception is greater
than the audio information.

B. Model’s Hyper Parameters Evaluation

We evaluated the framework parameters, such as the number
of cells (windows), length of audio and video inputs, and
whether these inputs are overlapping or not. Table I shows
the results on these parameters. Due to different lengths of
video-clips in CREMA-D and RAVDESS, the number of
windows was set differently. The results show that increasing
the number of windows with overlapping segments helps
significantly to increase the performance. Overlapping has
less impact due to the length of the considered audio-visual
signals, which is either 1 or 2 seconds. The best performance
was obtained with overlapping one-second segments, and the
maximum possible number of windows, namely 8, and 6, for
RAVDESS and CREMA-D, respectively.

TABLE II: The recognition accuracy of unimodal and multi-
modal embeddings, with and without the temporal and multi-
modal DML.

Embeddings CREMA-D RAVDESS
AO-Global 56.4 50.1
A-LSTM 50.2 40.1

AO-Gating Paradigm 57.0 45.3

VO-Global 63.1 60.2
VO-LSTM 66.8 60.5

VO-Gating Paradigm 65.0 60.1

AV-Global 69.0 65.7
Concatenation of A-LSTM and V-LSTM 72.9 65.8

AV-Gating Paradigm 74.0 67.7

Human Perception: AV 63.6 80.0

Dual Attention with LSTM: AV [32] 65.0 -

C. Impact of MWTSM

The strategy of MWTSM helps to increase the performance
and guides the training procedure. This scheme is specifically
important when the model starts to over-fit the training data.
The anchors of triplet sets could have different options for
positive and negative samples. Based on the hard negative
mining, we selected the ones that are not previously chosen
in the previous windows. In any given configuration, we
noticed that the accuracy of the system increased by at least
3%. In addition, the proposed data augmentation helped the
training in terms of generalization and learning process, unlike
a total random augmentation that harmed the performance and
prevented the system convergence.

D. Uni-modal and Multimodal Evaluation

Fig. 4 gives a closer look into the recognition rates of the
embeddings of audio-only (AO), video-only (VO), and audio-
video (AV) modalities over time. Their representations are
taken from the output of LSTM cells at each gate of the
proposed framework. For both datasets, AV modality outper-
formed both AO and VO modalities. Most importantly, the
results of multimodal perception prove that emotion recogni-
tion is a function of time, where rates are gradually ascending.
Specifically, we notice that the rapid change of time is more
obvious for the VO and AV modalities. This shows that our
framework was able to utilize both the multimodal and the
time impact for audio-video emotion recognition.

In addition, Table II illustrates the performance of the
visual and audio embeddings obtained through our paradigm,
and their concatenation as multimodal representations. We
compare these performances to the embeddings of the visual
and audio models which were trained using a global approach
based on the apex moments of the video clips. We also provide
the human-perception results reported in both datasets.

As shown in the table, perception rates increased when
the two modalities embeddings are efficiently employed. In
addition, comparing to the other two baselines, the gating
paradigm increased significantly the accuracy by at least
2.9% and 2%, in CREMA-D and RAVDESS, respectively.
Especially, with 74% accuracy, our method achieved better
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Fig. 4: AV, VO, and AO accuracies over-time for RAVDESS and CREMAD.
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Fig. 6: CM between true and predicted labels.

performance than the human-raters in CREMA-D and also
better than the recently published results in [32]. In [32],
the performance (65.0% accuracy) was obtained by combin-
ing facial and audio temporal features with LSTM. These
results show the efficiency of our approach for enhanced joint
multimodal learning and fusion. In addition, the proposed
approach achieved significant results, with an accuracy of
67.7% on RAVDESS and also improved the recognition rates
over the audio and video modalities. To the best of the authors’
knowledge, these are the first results on the RAVDESS dataset,
showing how the proposed framework captures dependencies
and complementary information over time in AVER.

Confusion Matrices (CMs): finally, for each dataset, Fig.
6 displays the CMs between video-clips actual labels and the
predicted labels in the last segment. The figure shows that the
considered emotions are well discriminated, as the diagonal
elements of the matrix have (by far) the highest accuracies.
For example, in CREMA-D, the most common misleading
happens between fear and sadness, with 19%. Most of these
observations are aligned with the study presented in [19],
where the predictions are based on human raters. In RAVDESS
[18], human raters (with average recognition of 72.3) confused
calm and neutral greatly, which is not the case in our system.
Moreover, our framework eliminated most of the confusion
between all the emotions and neutral state. According to the
CM in RAVDESS, while the recognition rates at the diagonal
elements are the highest, the recognition accuracy of positive
emotions is higher than those of negative ones.

E. Recognition Positive and Negative Emotions

Studies in the literature suggest that time functionality is
more obvious on negative and positive emotion categories
[8]. RAVDESS has a reasonable number of positive and
negative emotions. As a result, we report the performance
on its negative emotions (namely: sadness, anger, and fear),
and positive emotions (namely: calm and happiness). Fig.
5 provides the recognition speed over time for these two
categories using our framework. Interestingly, we noticed that
the recognition scores increase faster for positive emotions
than for the negative ones. Indeed, the figure shows that time
has a more rapid impact on the negative emotions, while the
recognition plateau is reached earlier for positive emotions.

In other words, on average, 2 and 3 seconds are enough for
reaching the best detection accuracy for positive and negative
emotions, respectively. Another interesting outcome is that
positive emotions are better recognized compared with the
negative ones. This is due to the fact that video-modality has
better performance than audio-modality (as it can be noticed
in Fig. 4), which causes this gap, since visual information is
more powerful in the detection of positive emotions [19].

F. Conclusion

In this paper, we proposed an end-to-end multimodal and
temporal DML for AVER. The novel methodology embeds
audio-visual cues diachronically, taking the advantages of
time-windows of emotion display. The proposed incremental
perception, based on the acquired representations from the
framework, shows its efficiency at modeling the temporal
context of multimodal emotion recognition. The obtained
results are significantly better than the baseline results and
set a new state-of-the-art performance for CREMA-D and
RAVDESS. The future direction of this work includes an
evaluation on a dataset with spontaneous emotion expressions,
in a heterogeneous manner for multimodal inference.
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